


Introductory Statistics: A Problem-Solving Approach, 
2e presents a wide variety of applications from diverse 
disciplines. The following list indicates the Example 
and Exercise numbers related to different fields. Note 
that some items appear in more than one category.

Examples by Application

Biology and Environmental Science
1.11, 2.7, 3.2, 3.3, 3.8, 3.9, 3.17, 5.1, 5.2, 6.8, 7.4, 8.5, 
9.8, 9.15, 9.19, 10.9, 10.16, 11.2, 11.6, 12.9, 13.1, 14.5

Business and Management
3.5, 4.7, 4.31, 4.36, 4.39, 5.2, 7.3, 7.8, 7.9, 7.11, 9.16, 
9.18, 11.3, 14.7, 14.8, 14.9

Demographics and Population Statistics
1.2, 4.1, 4.31, 4.32, 7.1, 9.14, 12.7, 12.8

Economics and Finance
4.14, 10.15, 12.14, 14.1, 14.6, 14.8, 14.10

Education and Child Development
2.3, 3.15, 4.6, 5.11, 6.7, 7.6

Fuel Consumption and Cars
2.13, 3.11, 4.20, 4.38, 8.2, 8.11, 10.10, 12.11, 12.13

Manufacturing and Product Development
1.12, 2.10, 2.11, 4.26, 5.2, 5.20, 6.2, 6.11, 8.7, 8.13, 
9.3, 9.4, 9.6, 10.3, 10.5, 12.5

Marketing and Consumer Behavior
1.12, 2.2, 2.3, 2.8, 3.16, 4.4, 4.8, 4.13, 4.15, 4.17, 4.18, 
4.19, 4.23, 4.30, 4.34, 4.35, 5.5, 5.14, 5.15, 5.18, 7.1, 
7.10, 8.11, 9.14, 10.13, 11.4

Medicine and Clinical Studies
1.3, 1.5, 1.8, 2.9, 3.6, 3.10, 3.14, 3.19, 4.33, 4.37, 5.2, 
5.7, 5.16, 6.9, 6.10, 9.1, 9.5, 9.7, 9.9, 9.17, 10.4, 10.8, 
12.3, 12.4, 13.3, 14.4

Physical Sciences
1.4, 5.6, 8.10, 10.9, 11.5

Psychology and Human Behavior
1.5, 1.6, 1.8, 1.9, 2.3, 3.6, 4.6, 7.2, 8.8, 9.11, 9.18, 
10.1, 10.8, 10.11, 13.2, 14.8

Public Health and Nutrition
2.13, 2.14, 4.37, 5.1, 5.7, 5.10, 6.7, 8.1, 8.3, 8.4, 10.2, 
10.6, 10.11, 10.15, 11.1, 11.2, 12.2, 12.7, 12.8, 12.12, 
13.3, 14.2, 14.3, 14.4

Public Policy and Political Science
1.10, 3.7, 4.2, 4.3, 4.16, 4.25, 5.4, 5.17, 6.3, 7.1, 8.1, 
9.13, 9.15

Sports and Leisure
1.7, 2.1, 3.2, 3.3, 3.12, 3.18, 3.20, 4.10, 4.18, 4.21, 
4.22, 4.24, 5.8, 5.12, 5.19, 6.1, 9.10, 10.7, 12.1,  
12.10

Technology and the Internet
4.9, 4.19, 8.8, 9.17, 10.1

Travel and Transportation
1.1, 2.3, 2.4, 2.5, 2.6, 2.8, 2.12, 3.3, 3.7, 3.13, 3.17, 
3.18, 3.20, 4.2, 4.3, 4.7, 4.27, 4.38, 5.9, 6.1, 6.6, 7.1, 
7.7, 8.9, 9.2, 9.12, 10.12, 12.6, 13.4

Exercises by Application

Biology and Environmental Science
0.7, 0.9, 1.30, 1.36, 1.41, 1.42, 1.43, 2.7, 2.8, 2.9, 
2.12, 2.14, 2.22, 2.40, 2.60, 2.63, 2.65, 2.67, 2.86, 
2.92, 2.94, 2.109, 3.14, 3.19, 3.21, 3.31, 3.54, 3.55, 
3.59, 3.65, 3.84, 3.86, 3.112, 3.134, 4.123, 4.130, 
4.146, 4.151, 4.164, 4.177, 5.9, 5.12, 5.15, 5.16, 5.39, 
6.47, 6.53, 6.55, 6.58, 6.82, 6.109, 7.16, 7.42, 7.45, 
7.46, 7.48, 7.80, 7.91, 7.105, 8.12, 8.13, 8.14, 8.37, 
8.44, 8.69, 8.86, 8.149, 8.157, 8.173, 8.177, 9.14, 
9.15, 9.73, 9.79, 9.92, 9.121, 9.142, 9.144, 9.157, 
9.159, 9.229, 9.236, 9.249, 9.254, 10.47, 10.57, 10.72, 
10.74, 10.82, 10.92, 10.137, 10.154, 10.155, 10.159, 
10.161, 10.168, 10.169, 11.21, 11.25, 11.26, 11.52, 
11.53, 11.55, 11.60, 11.62, 11.77, 11.81, 11.98, 
11.100, 12.18, 12.22, 12.28, 12.49, 12.56, 12.57, 
12.60, 12.78, 12.81, 12.107, 12.115, 12.146, 12.147, 
12.149, 12.153, 12.156, 12.159, 12.165, 13.14, 13.25, 
13.70, 14.19, 14.21, 14.38, 14.63, 14.76, 14.114, 
14.115, 14.116, 14.118, 14.123, 14.124, 14.128, 
14.145, 14.153
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Business and Management
1.19, 2.32, 2.61, 2.96, 3.89, 3.105, 3.114, 4.76, 4.78, 
4.90, 4.112, 4.131, 4.171, 5.9, 5.38, 5.93, 5.97, 5.98, 
5.127, 5.132, 5.139, 5.142, 5.157, 6.95, 6.110, 7.77, 
8.11, 8.50, 8.51, 8.75, 8.109, 8.110, 8.113, 8.133, 
8.134, 8.145, 8.165, 9.29, 9.72, 9.146, 9.151, 9.222, 
9.226, 9.239, 9.251, 9.256, 10.15, 11.28, 11.76, 12.23, 
12.58, 12.108, 12.113, 12.142, 13.19, 13.26, 13.29, 
13.58, 14.42, 14.59, 14.81

Demographics and Population Statistics
1.28, 1.43, 2.25, 3.80, 4.56, 4.64, 4.129, 4.149, 4.176, 
5.43, 5.94, 5.95, 5.128, 7.14, 7.83, 7.90, 9.153, 9.195, 
9.197, 11.50, 11.57, 12.83, 13.66

Economics and Finance
1.11, 2.14, 2.103, 3.110, 3.117, 4.20, 4.33, 4.91, 4.120, 
4.141, 4.152, 4.157, 4.160, 4.178, 4.188, 5.9, 5.42, 
5.87, 5.126, 5.133, 5.140, 6.20, 6.42, 6.117, 7.9, 7.21, 
7.107, 8.45, 8.78, 8.107, 8.116, 8.160, 9.30, 9.50, 9.77, 
9.148, 9.232, 9.257, 10.28, 10.60, 10.72, 10.102, 
10.165, 10.167, 11.103, 12.61, 12.141, 12.150, 12.155, 
12.161, 12.164, 13.13, 13.63, 14.35, 14.37, 14.100, 
14.125

Education and Child Development
2.6, 2.21, 2.26, 3.17, 3.22, 3.47, 3.87, 3.108, 3.126, 
4.94, 4.141, 5.14, 5.65, 6.76, 7.17, 7.76, 8.115, 9.12, 
9.22, 9.46, 9.181, 9.192, 10.72, 13.46, 13.62, 14.102

Fuel Consumption and Cars
0.11, 1.5, 1.27, 1.31, 1.37, 2.5, 2.23, 2.87, 2.95, 2.97, 
2.104, 2.106, 3.16, 3.29, 3.46, 4.22, 4.83, 4.85, 4.111, 
4.142, 4.169, 4.190, 5.10, 5.33, 5.88, 6.94, 6.111, 
6.118, 7.18, 7.57, 8.71, 8.139, 8.144, 9.89, 9.96, 9.114, 
9.155, 10.45, 10.74, 10.91, 10.150, 11.23, 11.30, 
12.54, 12.77, 12.140, 14.14, 14.62, 14.122, 14.140

Manufacturing and Product Development
1.6, 1.14, 1.16, 1.17, 1.29, 1.32, 1.33, 1.38, 1.39, 1.42, 
1.52, 1.53, 2.12, 2.13, 2.62, 2.90, 2.102, 3.18, 3.26, 
3.30, 3.83, 3.91, 3.93, 3.119, 3.121, 3.123, 3.128, 3.132, 
3.133, 4.24, 4.52, 4.65, 4.84, 4.96, 4.112, 4.167, 4.172, 
4.183, 5.12, 5,32, 5.37, 5.56, 5.62, 5.101, 5.103, 5.125, 
5.141, 5.157, 6.12, 6.14, 6.45, 6.56, 6.59, 6.61, 6.83, 
6.112, 6.116, 6.123, 6.124, 7.10, 7.11, 7.13, 7.41, 7.43, 
7.54, 7.55, 7.59, 7.81, 7.82, 7.84, 7.86, 7.98, 7.100, 

7.104, 8.15, 8.67, 9.68, 8.138, 8.146, 8.161, 8.175, 9.49, 
9.82, 9.84, 9.90, 9.91, 9.97, 9.116, 9.118, 9.119, 9.120, 
9.217, 9.219, 9.221, 9.225, 9.227, 9.228, 9.230, 9.231, 
9.233, 9.234, 9.237, 9.245, 9.255, 10.14, 10.16, 10.19, 
10.21, 10.23, 10.46, 10.48, 10.50, 10.52, 10.53, 10.55, 
10.56, 10.64, 10.73, 10.87, 10.115, 10.120, 10.144, 
10.145, 10.147, 10.158, 10.164, 11.16, 11.24, 11.29, 
11.51, 11.63, 11.90, 11.91, 11.93, 12.21, 12.31, 12.104, 
12.106, 12.162, 12.167, 12.170, 14.15, 14.16, 14.57, 
14.96, 14.101, 14.132, 14.135, 14.138, 14.147, 14.148

Marketing and Consumer Behavior
1.5, 1.6, 1.7, 1.12, 1.18, 1.40, 1.41, 1.43, 1.45, 2.6, 2.7, 
2.8, 2.11, 2.29, 2.31, 2.33, 2.38, 2.88, 3.51, 3.56, 3.90, 
3.95, 4.35, 4.37, 4.55, 4.58, 4.60, 4.63, 4.67, 4.79, 
4.81, 4.92, 4.112, 4.126, 4.127, 4.141, 4.142, 4.173, 
4.179, 4.185, 4.194, 5.13, 5.36, 5.64, 5.89, 5.100, 
5.102, 5.130, 5.148, 5.149, 5.154, 6.18, 6.19, 6.22, 
6.43, 6.46, 6.54, 6.81, 6.100, 6.108, 6.126, 7.9, 7.11, 
7.72, 7.74, 7.88, 7.89, 7.92, 8.34, 8.77, 8.102, 8.105, 
8.108, 8.111, 8.153, 8.158, 9.13, 9.16, 9.53, 9.74, 9.83, 
9.93, 9.94, 9.147, 9.152, 9.156, 9.164, 9.186, 9.253, 
10.18, 10.27, 10.61, 10.102, 10.109, 10.119, 11.19, 
11.99, 12.163, 13.12, 13.15, 13.16, 13.17, 13.22, 
13.23, 13.43, 13.44, 13.56, 13.60, 13.65, 13.69, 13.71, 
14.97, 14.137, 14.149

Medicine and Clinical Studies
0.4, 0.10, 0.13, 1.5, 1.6, 1.7, 1.15, 1.42, 1.46, 2.5, 
2.105, 3.28, 3.124, 4.27, 4.66, 4.86, 4.111, 4.134, 
4.155, 4.162, 4.165, 4.180, 4.184, 5.9, 5.12, 5.18, 
5.153, 5.155, 5.158, 6.21, 6.57, 6.99, 7.9, 7.10, 7.96, 
8.17, 8.81, 8.117, 8.148, 8.152, 8.156, 8.162, 8.169, 
8.174, 9.24, 9.47, 9.52, 9.56, 9.113, 9.149, 9.150, 
9.183, 9.194, 9.238, 9.244, 9.246, 10.20, 10.24, 10.49, 
10.58, 10.73, 10.74, 10.90, 10.113, 10.122, 10.138, 
11.22, 11.49, 11.85, 11.87, 12.26, 12.27, 12.29, 12.33, 
12.87, 12.105, 12.110, 12.111, 12.154, 12.160, 12.168, 
13.50, 14.13, 14.22, 14.23, 14.32, 14.33, 14.55, 
14.103, 14.146

Physical Sciences
1.5, 1.49, 2.57, 2.58, 2.99, 3.45, 3.50, 3.52, 3.85, 3.127, 
3.129, 3.130, 3.131, 4.19, 4.23, 4.153, 4.174, 5.121, 
5.123, 5.131, 6.16, 6.60, 6.79, 6.101, 6.119, 7.10, 7.11, 
7.50, 7.87, 7.93, 7.102, 8.31, 8.35, 8.42, 8.70, 8.136, 



8.137, 8.143, 8.151, 8.167, 9.17, 9.45, 9.55, 9.75, 9.95, 
9.160, 9.161, 9.188, 9.193, 9.215, 9.216, 9.235, 9.248, 
9.250, 10.26, 10.59, 10.62, 10.63, 10.79, 10.83, 10.148, 
10.151, 10.156, 10.170, 11.27, 11.31, 11.89, 11.96, 
12.19, 12.30, 12.50, 12.51, 12.55, 12.62, 12.63, 12.76, 
12.86, 12.88, 12.103, 12.109, 12.114, 12.139, 12.143, 
12.144, 12.145, 12.148, 12.173, 13.68, 14.41, 14.75, 
14.82, 14.120, 14.127, 14.136

Psychology and Human Behavior
0.12, 1.9, 1.12, 1.13, 2.19, 2.20, 2.30, 2.43, 2.55, 2.98, 
4.28, 4.62, 4.87, 4.95, 4.97, 4.103, 4.128, 4.132, 4.156, 
4.161, 4.181, 4.189, 5.17, 5.61, 5.66, 5.104, 5.119, 
5.135, 5.147, 6.17, 6.23, 6.50, 6.96, 6.103, 7.10, 7.22, 
7.44, 7.79, 8.47, 8.79, 8.114, 8.147, 8.163, 8.166, 9.51, 
9.165, 9.180, 9.185, 10.85, 10.88, 10.102, 10.112, 
10.117, 10.121, 10.162, 11.84, 12.25, 12.75, 12.82, 
13.11, 13.24, 13.47, 13.53, 13.55, 13.59, 13.64, 13.67, 
14.77, 14.99, 14.121, 14.150

Public Health and Nutrition
1.5, 1.6, 1.12, 1.43, 1.44, 1.54, 2.27, 2.56, 2.59, 2.89, 
2.108, 3.24, 3.53, 3.61, 3.109, 3.115, 3.118, 4.29, 4.31, 
4.54, 4.57, 4.133, 4.168, 4.186, 5.12, 5.59, 5.60, 5.91, 
5.96, 5.134, 5.138, 5.156, 5.158, 6.48, 6.49, 6.75, 6.98, 
6.102, 6.106, 6.107, 6.115, 6.122, 7.9, 7.15, 7.39, 7.47, 
7.51, 7.70, 7.75, 7.101, 8.18, 8.32, 8.49, 8.83, 8.87, 
8.100, 8.150, 8.168, 8.170, 8.172, 8.176, 9.31, 9.78, 
9.85, 9.87, 9.111, 9.162, 9.163, 9.179, 9.218, 9.224, 
9.242, 9.252, 10.25, 10.74, 10.81, 10.84, 10.86, 10.89, 
10.106, 10.110, 10.114, 10.149, 10.160, 10.171, 11.15, 
11.20, 11.56, 11.58, 11.61, 11.75, 11.86, 11.94, 
11.101, 11.102, 12.32, 12.52, 12.59, 12.79, 12.151, 
12.157, 12.172, 13.18, 13.20, 13.51, 13.57, 14.39, 
14.61, 14.78, 14.117, 14.129, 14.131, 14.141, 14.142, 
14.144

Public Policy and Political Science
1.5, 1.10, 1.12, 1.41, 1.47, 2.5, 2.24, 2.34, 2.42, 3.49, 
3.107, 3.111, 3.113, 3.116, 4.82, 4.98, 4.105, 4.125, 
4.135, 4.150, 4.154, 5.10, 5.34, 5.35, 5.58, 5.92, 5.150, 
6.44, 6.78, 6.93, 6.97, 7.11, 7.40, 7.107, 8.41, 8.80, 
8.101, 8.104, 8.106, 8.118, 9.21, 9.25, 9.26, 9.27, 9.28, 
9.44, 9.48, 9.81, 9.86, 9.122, 9.145, 9.166, 9.182, 

9.184, 9.187, 9.189, 9.190, 9.196, 9.240, 9.241, 9.247, 
10.17, 10.107, 10.153, 10,163, 10.166, 11.33, 11.79, 
12.85, 13.28, 13.45, 13.52, 13.54, 13.61, 14.34, 14.79, 
14.95, 14.98

Sports and Leisure
0.5, 0.6, 0.8, 1.6, 1.34, 2.5, 2.10, 2.11, 2.12, 2.13, 2.28, 
2.36, 2.41, 2.64, 2.91, 2.107, 3.20, 3.23, 3.27, 3.44, 
3.82, 3.92, 3.120, 3.122, 3.125, 3.135, 4.7, 4.9, 4.25, 
4.26, 4.59, 4.77, 4.88, 4.89, 4.99, 4.102, 4.111, 4.112, 
4.119, 4.121, 4.124, 4.158, 4.159, 4.170, 4.175, 4.193, 
5.9, 5.19, 5.40, 5.41, 5.57, 5.63, 5.90, 5.99, 5.105, 
5.124, 5.129, 5.144, 5.146, 6.13, 6.25, 6.51, 6.52, 6.62, 
6.63, 6.77, 6.80, 6.114, 7.12, 7.20, 7.24, 7.49, 7.52, 
7.53, 7.56, 7.73, 7.78, 7.103, 7.106, 8.33, 8.46, 8.48, 
8.52, 8.72, 8.76, 8.82, 8.84, 8.85, 8.140, 8.141, 8.154, 
8.159, 8.171, 9.19, 9.54, 9.76, 9.112, 9.115, 9.154, 
9.158, 9.220, 9.223, 10.54, 10.74, 10.80, 10.116, 
10.140, 10.141, 10.142, 10.146, 10.157, 11.18, 11.32, 
11.54, 11.59, 11.78, 11.82, 11.88, 11.97, 12.20, 12.24, 
12.48, 12.53, 12.64, 12.112, 12.116, 12.169, 13.21, 
13.42, 13.48, 13.49, 14.17, 14.36, 14.58, 14.80, 
14.119, 14.126, 14.134, 14.151

Technology and the Internet
1.50, 2.100, 2.101, 3.15, 3.32, 3.62, 4.61, 4.112, 4.142, 
5.120, 5.145, 6.105, 6.113, 7.9, 7.71, 7.94, 8.38, 8.43, 
8.73, 8.119, 8.135, 8.164, 9.18, 9.80, 9.123, 9.191, 
10.78, 10.108, 10.118, 11.92, 12.84, 12.158, 14.56, 
14.60, 14.133

Travel and Transportation
1.12, 1.35, 1.41, 1.48, 1.51, 2.6, 2.8, 2.14, 2.35, 2.37, 
2.39, 2.66, 2.93, 3.13, 3.25, 3.48, 3.57, 3.58, 3.81, 
3.88, 3.94, 3.106, 3.136, 4.21, 4.30, 4.32, 4.36, 4.53, 
4.93, 4.104, 4.111, 4.121, 4.122, 4.163, 4.166, 4.182, 
4.187, 4.191, 4.192, 4.193, 4.194, 5.9, 5.10, 5.12, 
5.122, 5.143, 6.15, 6.120, 6.121, 7.10, 7.19, 7.99, 8.16, 
8.36, 8.40, 8.74, 8.103, 8.112, 8.142, 9.20, 9.23, 9.43, 
9.117, 9.143, 9.243, 10.22, 10.51, 10.72, 10.73, 10.93, 
10.111, 10.139, 10.143, 10.152, 11.17, 11.80, 11.83, 
11.95, 12.80, 12.152, 12.166, 12.171, 13.27, 13.72, 
14.18, 14.20, 14.40, 14.74, 14.113, 14.130, 14.139, 
14.143, 14.152
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Students frequently ask me why they need to take an introductory statistics course. My 
answer is simple. In almost every occupation and in ordinary daily life, you will have 

to make data-driven decisions, inferences, as well as assess risk. In addition, you must be 
able to translate complex problems into manageable pieces, recognize patterns, and most 
important, solve problems. This text helps students develop the fundamental lifelong tool 
of solving problems and interpreting solutions in real-world terms.
	 One of my goals was to make this problem-solving approach accessible and easy to 
apply in many situations. I certainly want students to appreciate the beauty of statistics 
and the connections to so many other disciplines. However, it is even more important for 
students to be able to apply problem-solving skills to a wide range of academic and career 
pursuits, including business, science and technology, and education.
	 Introductory Statistics: A Problem-Solving Approach, Second Edition, presents long-
term, universal skills for students taking a one- or two-semester introductory-level 
statistics course. Examples include guided, explanatory Solution Trails that emphasize 
problem-solving techniques. Example solutions are presented in a numbered, step-by-
step format. The generous collection and variety of exercises provide ample opportunity 
for practice and review. Concepts, examples, and exercises are presented from a practical, 
realistic perspective. Real and realistic data sets are current and relevant. The text uses 
mathematically correct notation and symbols and precise definitions to illustrate statisti-
cal procedures and proper communication.
	 This text is designed to help students fully understand the steps in basic statistical ar-
guments, emphasizing the importance of assumptions in order to follow valid arguments 
or identify inaccurate conclusions. Most important, students will understand the process 
of statistical inference. A four-step process (Claim, Experiment, Likelihood, Conclusion) 
is used throughout the text to present the smaller pieces of introductory statistics on which 
the larger, essential statistical inference puzzle is built.

New to This Edition
In this thoroughly updated new edition, Steve Kokoska again combines a classic ap-
proach to teaching statistics with contemporary examples, pedagogical features, and 
use of technology. He blends solid mathematics with lucid, often humorous, writing and 
a distinctive stepped “Solution Trail” problem-solving approach, which helps students 
understand the processes behind basic statistical arguments, statistical inference, and 
data-based decision making.

LaunchPad
Introductory Statistics is accompanied by its own dedicated version of W. H. Freeman’s 
breakthrough online course space, which offers the following:

•	 Pre-built Units for each chapter, curated by experienced educators, with media for 
each chapter organized and ready to assign or customize to suit the course.

•	 All online resources for the text in one location, including an interactive e-Book, 
LearningCurve adaptive quizzing, Try It Now exercises, StatTutors, video technology 
manuals, statistical applets, CrunchIt! and JMP statistical software, EESEE case stud-
ies, and statistical videos.

•	 Intuitive and useful analytics, with a Gradebook that allows instructors to see how the 
class is progressing, for individual students and as a whole. 

•	 A streamlined and intuitive interface that lets instructors build an entire course in 
minutes.

Preface

ix



x      Preface

New Solution Trail Exercises
Kokoska’s unique “Solution Trail” framework appears in the text margins alongside se-
lected examples. This feature, highly praised by reviewers, serves as a unique guide for 
approaching and solving the problems before moving to the solution steps within the ex-
ample. To allow students to put this guidance to use, exercise sets now feature questions 
that ask students to create their own solution trails.

New Concept Check Exercises
Strengthening the book’s conceptual coverage, these exercises open each exercise set with 
true/false, fill-in-the-blank, and short-answer questions that help students solidify their 
understanding of the reading and the essential statistical ideas.

New Chapter 0
This introductory chapter eases students into the course and Kokoska’s approach. It in-
cludes about a dozen exercises that instructors can assign for the first day of class, helping 
students settle into the course more easily.

Revised Chapter Openers that include “Looking Forward/
Looking Back”
“Looking Back” recaps key concepts learned in prior chapters. “Looking Forward” lists 
the key concepts to be covered within the chapter.

New “Last Step” Exercises Based on Opening Scenarios
The chapter-opening question is presented again as an exercise at the end of the chapter, 
to close the concept and application loop, as a last step. In addition, this gives instructors 
the option of making the scenarios assignable and assessable.

Try It Now References
Most examples include a reference to a specific related exercise in the end-of-chapter set. 
With this, students can test their understanding of the example’s concepts and techniques 
immediately.

Approximately 40% New and Updated Exercises  
and Examples
Approximately 100 new examples and almost 800 new exercises are included in this new 
edition.

More Statistical Technology Integration
In addition to presenting Excel, Minitab, and TI output and instruction, the new edition 
incorporates sample output screens and guidance for both CrunchIt!, W. H. Freeman’s 
web-based statistical software, and JMP. (CrunchIt! and JMP packages are available free 
of charge in LaunchPad.)

Features
Focus on Statistical Inference  The main theme of this text is statistical inference and 
decision making through interpretation of numerical results. The process of statistical 
inference is introduced in a variety of contexts, all using a similar, carefully delineated, 
four-step approach: Claim, Experiment, Likelihood, and Conclusion.
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Chapter Opener  Each chapter begins with a unique, real-world 
question, providing an interesting introduction to new concepts 
and an application to begin discussion. The chapter question is 
presented again as an exercise at the end of the chapter, to close 
the concept and application loop, as a last step.

27

2 Tables and Graphs for 
Summarizing Data

Looking Back

n Realize the difference between a sample and the population.

n Recognize the importance of a simple random sample in the statistical inference procedure.

n Understand the difference between descriptive and inferential statistics.

Looking Forward

n Be able to classify a data set as categorical or numerical, discrete or continuous.

n Learn several graphical summary techniques. 

n Construct bar charts, pie charts, stem-and-leaf plots, and histograms.

 Can the Florida Everglades be saved?

Burmese pythons have invaded the Florida Everglades and now threaten the 
wildlife indigenous to the area. It is likely that people were keeping pythons as 
pets and somehow a few animals slithered into Everglades National Park. The 
first python was found in the Everglades in 1979, and these snakes became an 
officially established species in 2000.1 The Everglades has an ideal climate for the 
pythons, and the large areas of grass allow the snakes plenty of places to hide.

In January 2013, the Florida Fish and Wildlife Conservation Commission started 
the Python Challenge. The purpose of the contest was to thin the python popu-
lation, which could be tens of thousands, and help save the natural wildlife in 
the Everglades. There were 800 participants, with prizes for the most pythons 
captured and for the longest. At the end of the competition, 68 Burmese pythons 
had been harvested.

Suppose a random sample of pythons captured during the Challenge was 
obtained. The length (in feet) of each python is given in the following table.

Option

Michael R. Rochford/University of Florida/AP

 9.3  3.5  5.2  8.3  4.6 11.1 10.5  3.7  2.8  5.9
 7.4 14.2 13.6  8.3  7.5  5.2  6.4 12.0 10.7  4.0
11.1  3.7  7.0 12.2  5.2  8.1  4.2  6.1  6.3 13.2
 3.9  6.7  3.3  8.3 10.9  9.5  9.4  4.3  4.6  5.8
 4.1  5.2  4.7  5.8  6.4  3.8  7.1  4.6  7.5  6.0

The tabular and graphical techniques presented in this chapter will be used to 
describe the shape, center, and spread of this distribution of python lengths and 
to identify any outliers.

C o n t E n t s

2.1 Types of Data

2.2 Bar Charts and Pie Charts

2.3 Stem-and-Leaf Plots

2.4 Frequency Distributions and Histograms
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 Is it OK to pad an insurance claim?
Most automobile and home insurance policies include a deductible amount 
that applies to each claim. A deductible is the portion of a covered loss that 

the policyholder must pay. Most insurance companies simply subtract the deductible 
from the total amount of a claim. Typical home insurance deductibles are $500 or 
$1000, and generally, a larger deductible will lower the overall cost of a policy.

The results of a recent survey revealed that 24% of Americans believe it is 
acceptable to increase an insurance claim by a small amount to make up for 
deductibles that they are required to pay.1 Even though a very high percentage 
of Americans believes that insurance fraud contributes to higher premiums for 
everyone, almost one in four thinks claim padding is acceptable. In addition, 
18% believe it is acceptable to increase a claim to recoup high premiums in previ-
ous years. The survey also revealed that Americans aged 18–34, especially males 
in this age range, are more likely to view insurance claim padding as acceptable.

Suppose Liberty Mutual Insurance Company has hired an independent agency 
to conduct a survey of its automobile policyholders. The concepts presented in 
this chapter will be used to construct a formal hypothesis test to determine 
whether there is any evidence to suggest that more than 24% of policyholders 
view claim padding as acceptable.

C O n t e n t s

9.1 The Parts of a Hypothesis Test and Choosing the Alternative Hypothesis

9.2 Hypothesis Test Errors

9.3 Hypothesis Tests Concerning a Population Mean When s Is Known

9.4 p Values

9.5 Hypothesis Tests Concerning a Population Mean When s Is Unknown

9.6 Large-Sample Hypothesis Tests Concerning a Population Proportion

9.7 Hypothesis Tests Concerning a Population Variance or Standard Deviation

Option

Looking Back

n Recall that x, p
=
, and s2 are the point estimates for the parameters m, p, and s2.

n Remember how to construct and interpret confidence intervals.

n Think about the concept of a sampling distribution for a statistic and the process of 
standardization.

Looking Forward

n Use the available information in a sample to make a specific decision about a population 
parameter.

n Understand the formal decision process and learn the four-part hypothesis test procedure.

n Conduct formal hypothesis tests concerning the population parameters m, p, and s2.

Hypothesis Tests Based  
on a Single Sample9
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weather. The long-term mean area of the Dead Zone is 5960 square miles.16 As a result of 
recent flooding in the Midwest and subsequent runoff from the Mississippi River, research-
ers believe that the Dead Zone area will increase. A random sample of 35 days was obtained, 
and the sample mean area of the Dead Zone was 6759 mi2. Is there any evidence to suggest 
that the current mean area of the Dead Zone is greater than the long-term mean? Assume 
that the population standard deviation is 1850 and use a 5 0.025.

sOlutIOn
Step 1 The current state, or assumed mean, is m 5 5960 (5 m0).

 The sample size is n 5 35; s 5 1850 and a 5 0.025.

 We are looking for evidence that the current mean area of the Dead Zone is 
greater than the long-term mean. Therefore, the alternative hypothesis is one-
sided, right-tailed.

Step 2 The four parts of the hypothesis test are

 H0: m 5 5960

 Ha: m . 5960

 TS: Z 5
 X 2 m0

s/!n

 RR: Z $ za 5 z0.025 5 1.96

Step 3 The value of the test statistic is

z 5
x 2 m0

s/!n
5

6759 2 5960

1850/!35
5 2.555 $ 1.96

Step 4 Because 2.555 lies in the rejection region, we reject the null hypothesis at the 
a 5 0.025 level. There is evidence to suggest the current mean area of the Dead 
Zone is greater than 5960 mi2.

 Figures Figure 9.7–Figure 9.9 show a technology solution.

Figure 9.7 Ti-84 
Plus C Z-Test input 
screen.

Figure 9.8 Ti-84 
Plus C Z-Test 
Calculate results.

Figure 9.9 Ti-84 
Plus C Z-Test Draw 
results. 

Try IT Now Go To ExERCiSE 9.74

example 9.9 natural Defense
White blood cells are the body’s natural defense mechanism against disease and infection. 
The mean white blood cell count in healthy adults, measured as part of a CBC (complete 
blood count), is approximately 7.5 3 103/ml.17 A company developing a new drug to treat 
arthritis pain must check for any side effects. A random sample of patients using the new 
drug was selected, and the white blood cell count of each patient was measured. The 
results are given in the table below (3103/ml).

6.50 8.69 6.85 6.76 6.58 8.84 8.44 8.28 7.65 6.95 10.12

8.74 8.00 8.84 7.93 7.65 7.00 6.70 9.20 6.45 7.66

Solution trail 9.8

KeyWorDS

n Is there any evidence?

n Greater than the long-term mean

n Standard deviation 1850

n Random sample

trAnSlAtIon

n Conduct a one-sided, right-
tailed test about a population 
mean m

n m0 5 5960

n s 5 1850

ConCeptS

n Hypothesis test concerning a 
population mean when s is 
known

VISIon

Use the template for a one-sided, 
right-tailed test about m. The 
underlying population distribution 
is unknown, but n is large and 
s is known. Determine the 
appropriate alternative hypothesis 
and the corresponding rejection 
region, find the value of the test 
statistic, and draw a conclusion.

SOLUTION TRAIL

VIDEO TECH MANUALS

EXEL DISCRIPTIVE

VIDEO TECH MANUALS

EXEL DISCRIPTIVE

VIdEo TECh MAnuALS

onE MEAn TEST - z - 
SuMMArIzEd dATA

dATA SET

whTCELLS

VIDEO TECH MANUALS

EXEL DISCRIPTIVE

VIDEO TECH MANUALS

EXEL DISCRIPTIVE

VIdEo TECh MAnuALS

onE MEAn TEST - z - 
wITh dATA

9.3   Hypothesis Tests Concerning a Population Mean When s is Known   407
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Looking Back and Looking Forward  At the beginning of almost every chapter, “Look-
ing Back” includes reminders of specific concepts from earlier chapters that will be used 
to develop new skills. “Looking Forward” offers the learning objectives for the chapter.

Solution Trail  The Solution Trail is a structured technique and visual aid for solving 
problems that appears in the text margins alongside selected examples. Solution Trails 
serve as guides for approaching and solving the problems before moving to the solution 
steps within the example. The four steps of the Solution Trail are

1.	 Find the keywords.
2.	 Correctly translate these words into statistics.
3.	 Determine the applicable concepts.
4.	 Develop a vision for the solution.

The keywords lead to a translation into statistics. Then, the statistics question is solved 
with the use of specific concepts. Finally, the keywords, translation, and concepts are all 
used to develop a vision for the solution. This method encourages students to think con-
ceptually before making calculations. Selected exercises ask students to write a formal 
Solution Trail.

Step-by-Step Solutions  The solutions to selected examples are presented in logical, 
systematic steps. Each line in a calculation is explained so that the reader can clearly fol-
low each step in a solution.

88   ChaPTER 3 Numerical Summary Measures

A CLoser L  ok
1. The population variance, a measure of variability for an entire population, is denoted 

by s2, and the population standard deviation is denoted by s, the Greek letter sigma.

2. Just knowing s2 doesn’t seem to say much about variability. If s2 5 6, for example, it 
is hard to infer anything about variability. However, the sample variance s2 is a measure 
of variability, and it is useful in comparisons. For example, if Sample 1 and Sample 2 
have similar units, s2

1 5 14, and s2
2 5 10, then the data in Sample 2 are more compact.

3. The sample standard deviation s is used (rather than s2) in many statistical inference 
problems. So, if we need to find s (by hand), we need to compute s2 first, and then take 
the positive square root to find s.

4. The units for the sample standard deviation are the same as for the original data. And 
a value of s 5 0 means there is no variability in the data set.

5. The notation s2
x is used to represent the sample variance for a set of observations 

denoted by x1, x2, . . . , xn. Similarly, s2
y represents the sample variance for a set of obser-

vations y1, y2, . . . , yn. 

example 3.8 Zucchini Weight
Welliver Farms in Bloomsburg, Pennsylvania, sells a wide variety of fruits and vegetables and 
frequently donates crates of zucchini to the local food cupboard. Five of the donated zucchini 
were randomly selected, and each was carefully weighed. The weights, in ounces, were 6.2, 4.5, 
6.6, 7.0, and 8.2. Find the sample variance and the sample standard deviation for these data.

solution
STEP 1 Find the sample mean:

x 5
1

5
 (6.2 1 4.5 1 6.6 1 7.0 1 8.2) 5

1

5
 (32.5) 5 6.5

STEP 2 Use Equation 3.4 to find the sample variance.

 s2 5
1

4
 3 (6.2 2 6.5)2 1 (4.5 2 6.5)2 1 (6.6 2 6.5)2 1 (7.0 2 6.5)2 1 (8.2 2 6.5)2 4

 Use data and x.

 5
1

4
 3 (20.3)2 1 (22.0)2 1 (0.1)2 1 (0.5)2 1 (1.7)2 4 Compute differences.

 5
1

4
 30.09 1 4.0 1 0.01 1 0.25 1 2.89 4 Square each difference.

 5
1

4
 (7.24) 5 1.81 Add, divide by 4.

STEP 3 Take the positive square root of the variance to find the standard deviation.

s 5 !1.81 < 1.3454

A technology solution is shown in Figure 3.17.  

Equation 3.4 is the definition of the sample variance and may be used to find s2, but 
there is actually a more efficient technique for computing s2.

Definition

The computational formula for the sample variance is

 s2 5
1

n 2 1
 cgx2

i 2
1
n

 (gxi)
2 d  (3.6)

The sample variance s2 is often 
called an average of the squared 
deviations about the mean, yet 
we divide the sum of the squared 
deviations by n 2 1. Although this 
does not seem correct, dividing by 
n 2 1 makes s2 an unbiased 
estimator of s2. We will see later 
in the text that an unbiased 
statistic is, in some sense, a good 
thing. There are n 2 1 degrees of 
freedom, a kind of dimension of 
variability, associated with the 
sample variance s2.

DaTa SeT

ZUCCHINI

Figure 3.17 Sample variance 
and sample standard deviation.
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Technology Solutions  Wherever possible, a tech-
nology solution using CrunchIt!, JMP, the TI-84, 
Minitab, or Excel is presented at the end of each text 
example. This allows students to focus on concepts 
and interpretation.

6.3   Checking the Normality Assumption   277

STep 3 The quartiles are Q1 5 364.00 and Q3 5 432.00.

IQR/s 5 (432.00 2 364.00)/34.94 5 1.9462

 This ratio is significantly different from 1.3, so there is more evidence to suggest 
the underlying population is not normal.

STep 4 The following table lists each observation along with the corresponding normal 
score.

0 1 2 z
340

380

360

400

420

440

x

�1�2

Figure 6.63 Normal probability plot for the 
chemotherapy dose data.

Figure 6.64 JMP normal probability 
plot.

 The histogram, backward empirical rule, IQR/s, and the normal probability plot 
all indicate that this sample did not come from a normal population. 

TRy IT Now Go To ExERCisE 6.79

 
Observation

Normal 
score

 
Observation

Normal 
score

 
Observation

Normal 
score

350 22.04 377 20.38 427 0.47

351 21.61 378 20.29 430 0.57

352 21.36 387 20.21 432 0.67

353 21.18 396 20.12 437 0.78

354 21.02 399 20.04 440 0.89

358 20.89 402    0.04 441 1.02

361 20.78 406    0.12 443 1.18

364 20.67 408    0.21 446 1.36

371 20.57 412    0.29 447 1.61

376 20.47 424    0.38 449 2.04

 The normal probability plot is shown in Figure 6.63.

 The points do not lie along a straight line. Each tail is flat, which makes the 
graph look S-shaped. This suggests that the underlying population is not normal. 
Figure 6.64 shows a technology solution.
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A Closer Look  The details provided in these sections offer straightforward expla-
nations of various definitions and concepts. The itemized specifics, including hints, 
tips, and reminders, make it easier for the reader to comprehend and learn important 
statistical ideas.

Theory Symbols  More 
advanced material, which 
may be found in “A Closer 
Look” and regular ex-
position as appropriate, 
is offset with a blue tri-
angle. This material can 
be skipped by the typical 
reader, but provides more 
complete explanations to 
various topics.

How To Boxes  This feature provides clear steps for con-
structing basic graphs or performing essential calculations. 
How To boxes are color-coded and easy to locate within 
each chapter.
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How to Construct a Standard Box Plot

Given a set of n observations x1, x2, . . . , xn:

1. Find the five-number summary xmin, Q1, x
~ , Q3, xmax.

2. Draw a (horizontal) measurement axis. Carefully sketch a box with edges at the quar-
tiles: left edge at Q1, right edge at Q3. (The height of the box is irrelevant.)

3. Draw a vertical line in the box at the median.
4. Draw a horizontal line (whisker) from the left edge of the box to the minimum value 

(from Q1 to xmin). Draw a horizontal line (whisker) from the right edge of the box to the 
maximum value (from Q3 to xmax).

recall: xmin denotes the minimum 
value and xmax denotes the 
maximum value.

Figure 3.36 illustrates this step-by-step procedure and shows a standard box plot with 
the five numbers indicated on a measurement axis. Note that the length of the box is the 
interquartile range. The box contains the middle half of the values.

xmaxQ3Q1 xxmin ~Figure 3.36 Standard box plot.

The position of the vertical line in the box (median) and the lengths of the horizontal 
lines (whiskers) indicate symmetry or skewness, and variability. Figure 3.37 shows a 
standard box plot for a distribution of data that is skewed to the right. The lower half of 
the data is in the interval from 3 to 4.5, while the upper half of the data is much more 
spread out, from 4.5 to 11. Figure 3.38 shows a standard box plot for a fairly symmetric 
distribution with lots of variability. The lower and upper half of the data are evenly distrib-
uted, but the whiskers extend far from each edge of the box. That is, 25% of the data are 
between 0 and 4, and 25% are between 7 and 11.

0 1 2 3 4 5 6 7 8 9 10 11 12

Figure 3.37 Standard box plot for 
data skewed to the right.

�1 0 1 2 3 4 5 6 7 8 9 10 11 12

Figure 3.38 Standard box plot for a 
symmetric distribution.

example 3.19 Blood Pressure
There is some evidence to suggest that consumption of nonalcoholic red wine may 
decrease systolic and diastolic blood pressure.30 Suppose the systolic blood pressure for 
30 randomly selected subjects involved in this research study is given in the following 
table. Construct a standard box plot for these data.

177 122 128 191 180 142 197 196   67 160

167 138 107 188 102 116 138 114 188 176

148 175 169 203 135 142 168 181 168 150

solution
Step 1 Find the five-number summary:

xmin 5 67  Q1 5 135  x~ 5 163.5  Q3 5 180  xmax 5 203

Step 2 Draw a measurement axis and sketch a box with edges at Q1 5 135 and Q3 5 180.

DaTa SeT

SySToLIC
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 b. In words, expression (b) says square each observation, and add the resulting values.

 gx2
i 5 x2

1 1 x2
2 1 x2

3 1 x2
4 1 x2

5 1 x2
6  Expand summation notation.

 5 (5)2 1 (9)2 1 (12)2 1 (26)2 1 (17)2 1 (22)2 Use given data.

 5 25 1 81 1 144 1 36 1 289 1 4  Square each observation.

 5 579  Add.

 c. In words, expression (c) says subtract 7 from each observation, square each difference, 
and add the resulting values.

 g (xi 2 7)2 5 (x1 2 7)2 1 (x2 2 7)2 1 (x3 2 7)2 1 (x4 2 7)2 1 (x5 2 7)2 1 (x6 2 7)2

 Expand summation notation.

 5 (5 2 7)2 1 (9 2 7)2 1 (12 2 7)2 1 (26 2 7)2 1 (17 2 7)2 1 (22 2 7)2

 Use given data.

 5 (22)2 1 (2)2 1 (5)2 1 (213)2 1 (10)2 1 (29)2 Compute each difference.

 5 4 1 4 1 25 1 169 1 100 1 81 5 383 Square each difference, and add.  

Try IT Now Go To ExErCiSE 3.2

The most common measure of central tendency is the sample, or arithmetic, mean.

Definition

The sample (arithmetic) mean, denoted x, of the n observations x1, x2, . . . , xn is the sum 
of the observations divided by n. Written mathematically.

 x 5
1
n
gxi 5

x1 1 x2 1 c1 xn

n
 (3.1)

x is read as “x bar.”

A CLoser L  ok

1. The notation x is used to represent the sample mean for a set of observations denoted 
by x1, x2, . . . , xn. Similarly, y would represent the sample mean for a set of observations 
denoted by y1, y2, . . . , yn.

2. The population mean is denoted by m, the Greek letter mu. 

DaTa SeT

DeNaLI

example 3.2 Base Camp temperature
Denali National Park and Preserve in Alaska covers over 6 million acres and includes the 
tallest mountain in North America, Mount McKinley. Over 1200 climbers reached the 
peak of Mount McKinley in 2012. The temperature (in degrees Fahrenheit) at the 7200-
foot base camp for 12 randomly selected days is given in the following table.2

6 11 20 19 23 28 30 8 23 25 29 33

Find the sample mean temperature at the base camp.

solution
Use Equation 3.1 to find the sample mean.

 x 5
1

12
gxi 5

1

12
(x1 1 x2 1 c1 x12) Add all the numbers, and divide by n 5 12.

 5
1

12
(6 1 11 1 20 1 19 1 23 1 28 1 30 1 8 1 23 1 25 1 29 1 33)

 5
1

12
(255) 5 21.25°F

Galyna Andrushko/Shutterstock
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Definition/Formula Boxes  Definitions and formulas are 
clearly marked and outlined with clean, crisp color-coded lines.
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Solution
Step 1 The keyword is and, which means intersection. The probability of female (F ) 

and widowed (W ) is found by reading the appropriate cell.

 
Married (R)

Never 
married (N)

 
Widowed (W)

 
Divorced (D)

Male (M) 0.282 0.147 0.013 0.043 0.485

Female (F) 0.284 0.121 0.050 0.060 0.515

0.566 0.268 0.063 0.103 1.000

P(F d W) 5 0.050

Step 2 The keyword is suppose. That suggests conditional probability. The extra infor-
mation is male.

 P(N 0  M) 5
P(N d M)

P(M)
 Translated conditional probability; definition.

 5
0.147

0.485
5 0.303 Use known probabilities.

Step 3 This is another conditional probability. This time, the event R is given.

P(F 0  R) 5
P(F d R)

P(R)
5

0.284

0.566
5 0.502 

Try IT Now GO TO ExErCISE 4.125

A CLoSEr L  ok
1.   In Example 4.32,

 P(R) 5 P(R d M) 1 P(R d F)

 5 P(R d M) 1 P(R d M r)

 In general, for any two events A and B,

P(A) 5 P(A d B) 1 P(A d B r)

This decomposition technique is often needed in order to find P(A). The Venn diagram 
in Figure 4.19 illustrates this equation.

 The events B and B9 make up the entire sample space: S 5 B c B r.

The body of the table contains 
intersection probabilities: the 
probability of a row event and a 
column event. For example, the 
probability that a person is male 
and divorced is 0.043, the 
intersection of the first row and 
the fourth column. The probabilities 
obtained by summing across rows 
or down columns are called 
marginal probabilities. The total 
probability in the table is 1.000.

2. Suppose B1, B2, and B3 are mutually exclusive and exhaustive:

 B1 c B2 c B3 5 S. For any other event A,

 P(A) 5 P(A d B1) 1 P(A d B2) 1 P(A d B3)   

Try to draw the Venn diagram to 
illustrate this equality.

A

A � B
A � B�

S

B

B�

Figure 4.19 Venn diagram 
showing decomposition of the 
event A.
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Preface      xiii

Technology Corner  This feature, at the end of most sec-
tions, presents step-by-step instructions for using CrunchIt!, 
the TI-84, Minitab, and Excel to solve the examples 
presented in that section. Keystrokes, menu items, specific 
functions, and screen illustrations are presented.

82   ChaPTER 3 Numerical Summary Measures

Minitab
There are several ways to find the summary statistics using Minitab. In addition to the general Describe command, there are 
Calc; Column statistics functions, Calc; Calculator functions, and various macros.

1. Enter the data into column C1.
2. Select Stat; Basic Statistics; Display Descriptive Statistics. Enter C1 in the Variables window.
3. Choose the Statistics option button and check the summary statistics Mean, Median, Mode, and Trimmed mean. 

Note: Minitab computes only a 5% trimmed mean. Other macros allow any percentage. See Figure 3.12.

Figure 3.12 Minitab descriptive statistics.

excel
Excel has built-in functions for these four descriptive statistics. Under the Data tab, Data Analysis; Descriptive Statistics can 
also be used to compute several summary statistics simultaneously.

1. Enter the data into column A.
2. Use the appropriate Excel function to compute the sample mean, sample median, trimmed mean, and mode. Note: the 

second argument in TRIMMEAN is the total proportion of data trimmed. Excel rounds the number of trimmed observa-
tions down to the nearest multiple of 2. See Figure 3.13.

Figure 3.13 Excel descriptive 
statistics.

Figure 3.9 The sample mean 
and the sample median using 
built-in calculator functions.

Figure 3.10 The sample mean 
is part of the output from the  
1-Var Stats function.

Figure 3.11 The second output 
screen from 1-Var Stats 
shows the sample median (Med).
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Example 3.7 Seatbelt Checkpoint
In many states it is against the law to drive without a fastened seatbelt. The State Police 
recently established a checkpoint along a heavily traveled road. A success was recorded 
for a driver wearing a seatbelt, and a failure recorded otherwise. The observations from 
this checkpoint are given in the following table.

S S F F S S F S F S F S S S

S F S S S S F S S F S F S F

The sample contains 28 observations and 18 successes. The sample proportion of suc-
cesses is

p
=

5
n(S)

n
5

18

28
5 0.6429

Approximately 64% of the drivers stopped at the checkpoint were wearing their seatbelts. 
It is reasonable to assume the value of p

=
 is close to the population proportion of 

successes—in this example, the true proportion of drivers who wear a seatbelt. 

Try IT Now Go To ExErCisE 3.10

Data Set

SeatBeLt

Technology Corner

Procedure: Compute the sample mean, sample median, a trimmed mean, and the mode.
Reconsider: Example 3.2, solution, and interpretations.

CrunchIt!

CrunchIt! has a built-in function to find certain descriptive statistics, including the sample mean and the sample median. 
There is no built-in function to compute a trimmed mean nor a sample mode.

1. Enter the data into a column.
2. Select Statistics; Descriptive Statistics. Choose the appropriate column and click the Calculate button. See 

Figure 3.8.

Figure 3.8 Crunchit! descriptive statistics.

TI-84 Plus C

There are several ways to find the sample mean and the sample median using the graphing calculator. There is no built-in 
function to compute a trimmed mean nor a sample mode.

1. Enter the data into list L1.
2. Use the command LIST ; MATH; mean to compute the sample mean. Use the command LIST ; MATH; median to 

compute the sample median. See Figure 3.9.
3. The function STAT ; CALC; 1-Var Stats returns several summary statistics. The sample mean is on the first output 

screen and the sample median is on the second, denoted by Med. See Figures 3.10 and 3.11.
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also be used to compute several summary statistics simultaneously.
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second argument in TRIMMEAN is the total proportion of data trimmed. Excel rounds the number of trimmed observa-
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In many states it is against the law to drive without a fastened seatbelt. The State Police 
recently established a checkpoint along a heavily traveled road. A success was recorded 
for a driver wearing a seatbelt, and a failure recorded otherwise. The observations from 
this checkpoint are given in the following table.
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The sample contains 28 observations and 18 successes. The sample proportion of suc-
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=

5
n(S)

n
5

18

28
5 0.6429

Approximately 64% of the drivers stopped at the checkpoint were wearing their seatbelts. 
It is reasonable to assume the value of p

=
 is close to the population proportion of 

successes—in this example, the true proportion of drivers who wear a seatbelt. 

Try IT Now Go To ExErCisE 3.10

Data Set

SeatBeLt

Technology Corner

Procedure: Compute the sample mean, sample median, a trimmed mean, and the mode.
Reconsider: Example 3.2, solution, and interpretations.

CrunchIt!

CrunchIt! has a built-in function to find certain descriptive statistics, including the sample mean and the sample median. 
There is no built-in function to compute a trimmed mean nor a sample mode.

1. Enter the data into a column.
2. Select Statistics; Descriptive Statistics. Choose the appropriate column and click the Calculate button. See 

Figure 3.8.

Figure 3.8 Crunchit! descriptive statistics.

TI-84 Plus C

There are several ways to find the sample mean and the sample median using the graphing calculator. There is no built-in 
function to compute a trimmed mean nor a sample mode.

1. Enter the data into list L1.
2. Use the command LIST ; MATH; mean to compute the sample mean. Use the command LIST ; MATH; median to 

compute the sample median. See Figure 3.9.
3. The function STAT ; CALC; 1-Var Stats returns several summary statistics. The sample mean is on the first output 

screen and the sample median is on the second, denoted by Med. See Figures 3.10 and 3.11.
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Grouped Exercises  Kokoska offers a wide variety of interesting, engaging exercises 
on relevant topics, based on current data, at the end of each section and chapter. These 
problems provide plenty of opportunity for practice, review, and application of concepts. 
Answers to odd-numbered section and chapter exercises are given at the back of the book. 
Exercises are grouped according to:

64   CHaPTer 2 Tables and Graphs for Summarizing Data

3. Each class is labeled with its right endpoint. In addition, Excel places observations on a boundary in the smaller class. 
See Figure 2.51.

Figure 2.51 Excel histogram.

seCTIoN 2.4 exerCIses

Practice

2.77 Consider the data given in the following table.

87 81 86 90 88 85 79 91 87 82

91 86 86 87 88 85 92 85 87 86

91 81 89 89 83 90 83 80 90 80

89 85 86 90 90 89 78 91 83 92

Construct a frequency distribution to summarize these data 
using the class intervals 78–80, 80–82, 82–84, . . . .

2.78 Consider the data given on the text website. Construct a 
frequency distribution to summarize these data.

2.79 Consider the following frequency distribution.

 
 

Class

 
 

Frequency

 
Relative 

frequency

Cumulative 
relative 

frequency

400–410 5 0.0758 0.0758
410–420 8 0.1212 0.1970
420–430 10 0.1515 0.3485
430–440 12 0.1818 0.5303
440–450 9 0.1364 0.6667
450–460 8 0.1212 0.7879
460–470 5 0.0758 0.8637
470–480 4 0.0606 0.9243
480–490 3 0.0455 0.9698
490–500 2 0.0303 1.0001

ex2.77

ex2.78

Concept Check

2.68 True/False The classes in a frequency distribution may 
overlap.

2.69 True/False The classes in a frequency distribution 
should have the same width.

2.70 True/False The cumulative relative frequency for each 
class in a frequency distribution may be greater than 1.

2.71 True/False The relative frequency for each class can be 
determined by using the cumulative relative frequencies.

2.72 True/False The only difference between a frequency 
histogram and a relative frequency histogram (for the same 
data) is the scale on the vertical axis.

2.73 True/False A histogram can be used to describe the 
shape, center, and variability of a distribution.

2.74 Short answer
 a. When is a density histogram appropriate?
 b. In a density histogram, what is the sum of areas of all 

rectangles?

2.75 Fill in the Blank
 a. The most common unimodal distribution is a 

.
 b. A unimodal distribution is  if there is a 

vertical line of symmetry.
 c. If a unimodal distribution is not symmetric, then it is 

.

2.76 True/False A bimodal distribution cannot be symmetric.
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Practice
Basic, introductory problems to familiar-
ize students with the concepts and solu-
tion methods.
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 Note: IFL and OFL are negative even though an observed trip time cannot be less 
than 0 hours. That’s OK. This is a correct statistical calculation, not a contradiction, 
even though it seems odd. Figure 3.42 shows a technology solution. 

Try IT Now Go To ExErCiSE 3.91

A CLoser L  ok

When we compare two (or more) data sets graphically, the corresponding box plots may 
be placed on the same measurement axis (one above the other using a horizontal axis, or 
side-by-side with a vertical axis). Figure 3.44 shows three box plots on the same measure-
ment axis, representing the number of gallons of gasoline pumped in randomly selected 
vehicles at three different stations. 

Try IT Now Go To ExErCiSE 3.94

STEPPED TUTORIALS

BOX  PLOTS

STePPeD TUToRIaL

Box PLoTS

Figure 3.44 Ti-84 Plus C box 
plots for gasoline data.

0 2 4 6 8 10 12
Figure 3.43 Modified box plot for the 
sled dog trip data.

technology Corner

Procedure: Construct a box plot.
Reconsider: Example 3.20, solution, and interpretations.

Crunchit!

CrunchIt! has a built-in function to construct a box plot.

1. Enter the data into a column.
2. Select Graphics; Box Plot. Choose the appropriate column, optionally enter a Title, X Label, and Y Label, and click the 

calculate button. The resulting box plot is shown in Figure 3.45.

VIDEO TECH MANUALS

EXEL DISCRIPTIVE

VIDEO TECH MANUALS

EXEL DISCRIPTIVE

VIDeo TeCH MaNUaLS

Box PLoTS

Figure 3.45 Crunchit! box 
plot of the sled dog trip data.

ti-84 Plus C

The TI-84 Plus has two built-in statistical plots, a standard and a modified box plot. The modified box plot does not 
distinguish between mild and extreme outliers.

1. Enter the data into list L1 .
2. Press STATPLOT  and select Plot1 from the STATPLOTS menu.
3. Turn the plot On and select Type box plot (modified or standard). Set Xlist to the name of the list containing the 

data and Freq to 1. Choose a Mark for outliers (if constructing a modified box plot) and select a Color.
4. Enter appropriate WINDOW settings. Press GRAPH  to display the box plot. A modified box plot is shown in 

Figure 3.42.
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Because the sample mean is extremely sensitive to outliers, and the sample median is 
very insensitive to outliers, it seems reasonable to search for a compromise measure of 
central tendency. A trimmed mean is moderately sensitive to outliers.

recall: A histogram consists of 
rectangles drawn above each class 
with height proportional to 
frequency or relative frequency. 
We draw a curve along the tops 
of the rectangles to smooth out 
the histogram and display an 
enhanced graphical 
representation of the distribution.

2. In general, the population mean is not equal to the population median, m 2 m~. If the 
distribution of the population is symmetric, then m 5 m~.

3. The relative positions of x and x~  suggest the shape of a distribution. The smoothed 
histograms in Figures 3.3–3.5 illustrate three possibilities:

 a. If x . x~ , the distribution of the sample is positively skewed, or skewed to the right 
(Figure 3.3).

 b. If x < x~, the distribution of the sample is approximately symmetric (Figure 3.4).

 c. If  x , x~, the distribution of the sample is negatively skewed, or skewed to the left 
(Figure 3.5).

STaTISTICaL aPPLeT

MeaN aND MeDIaN

STEPPED TUTORIALS

BOX  PLOTS

STePPeD TUToRIaL

MeaSUReS of CeNTeR: 
MeaN aND MeDIaN Figure 3.3 Positively 

skewed distribution.

x~ x̄

Figure 3.4 Approximately 
symmetric distribution.

x    �    x~ ¯

Figure 3.5 Negatively 
skewed distribution.

x~x̄

Definition

A 100p% trimmed mean, denoted xtr(p), of the n observations x1, x2, . . . , xn is the sample 
mean of the trimmed data set.

1. Order the observations from smallest to largest.

2. Delete, or trim, the smallest 100p% and the largest 100p% of the observations from the 
data set.

3. Compute the sample mean for the remaining data.

100p is the trimming percentage, the percentage of observations deleted from each end 
of the ordered list.

A CLoser L  ok

1. We compute a trimmed mean by deleting the smallest and largest values, which are 
possible outliers. Some statisticians believe that deleting any data is a bad idea, because 
every observation contributes to the big picture.

2. A 100p% trimmed mean is computed by deleting the smallest 100p% and the largest 
100p% of the observations. Therefore, 2(100p)% of the observations are removed.

3. There is no set rule for determining the value of p. It seems reasonable to delete only 
a few observations, and to select p so that np (the number of observations deleted from 
each end of the ordered data) is an integer.

4. Here is a specific example using the notation: xtr(0.05) is a (100)(0.05) 5 5% trimmed 
mean. In this example, 10% of the observations are discarded. 

example 3.6 overtime and stress
According to an article in The Guardian,3 Americans spend more time at their jobs than work-
ers in Germany do. Dr. Paul Landsbergis, an epidemiologist at Mt. Sinai Medical Center, 
studies job stress, and he warns that too many overtime hours may increase the chance of heart 

DaTa SeT

STReSS
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sample consists of pieces of coal (objects) and the values are the chromium measure-
ments. However, it is common practice to say, “Consider the random sample of chro-
mium measurements.”

3. Unless stated otherwise, all data presented in this text are obtained from a simple ran-
dom sample. 

Example 7.4 Cattle Feeds

The following table lists the percentage of protein for the entire population of 20 different 
cattle feeds.3

18 19 34 26 11   3 20   9 12 11
13 24   4 10 24 10 25 15 12 16

Find an approximate sampling distribution for the sample mean of five observations from 
this population.

Solution

Step 1 There are a20

5
b 5 15,504 possible samples of size 5. Instead of considering 

 every one of these samples, select some (say, 100) samples of size 5, compute 
the mean for each sample, and construct a histogram of the sample means.

Step 2 The table below lists the first few samples of size 5 and the mean for each sample.

Sample x Sample x

25 13 18 10 12 15.6 24   3 13 20 10 14.0

  3 10 13 12 11   9.8   4 24 10   9 19 13.2

19   9 10 11 16 13.0 20 16 26 24 15 20.2

( ( ( (

Step 3 Figure 7.1 shows a histogram of the sample means for 100 samples of size 5.

Step 4 There are some very interesting, curious results here. Even though the population is 
not normally distributed (the population is finite; and consider a graph of the 20 
cattle feeds in Figure 7.2), the shape of the sampling distribution appears to be 
approximately normal! In addition, the center of the sampling distribution of the 
mean is approximately the population mean (m 5 15.8). Although the relationship 
between the original population parameters and the sampling distribution parame-
ters is not clear, there is certainly less variability in the sampling distribution than in 
the population distribution (s 5 8.11). These three observations suggest the exact 
distribution of the sample mean, as discussed in the next section.

Data Set

FeeD

Note: The population mean is the 
sum of all the observations 
divided by n 5 20: m 5 15.8.

VIDEO TECH MANUALS

EXEL DISCRIPTIVE

VIDEO TECH MANUALS

EXEL DISCRIPTIVE
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Figure 7.1 Histogram of the sample 
means.
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Figure 7.2 Histogram of the 
original population.
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extended applications

3.91 Manufacturing and Product Development The 
engine in a tractor trailer is designed to last 1,000,000 miles 
before a rebuild or overhaul. The engines are also designed to 
run nonstop and have between 400 and 600 horsepower.28 A 
random sample of tractor trailers was obtained and the horse-
power was measured for each engine. ENGINEhP

 a. Find the mean and the standard deviation of these 
horsepower measurements.

 b. Find the actual proportion of observations within one 
standard deviation of the mean, within two standard 
deviations of the mean, and within three standard 
deviations of the mean.

 c. Using the results in part (b), do you think the shape of the 
distribution of horsepower measurements is normal? Why 
or why not?

3.92 Sports and Leisure In 1974, Erno Rubik created an 
imaginative and best-selling puzzle—the Rubik’s cube. Many 
countries hold competitions in which participants try to solve 
this puzzle as quickly as possible. The text website provides a 
sample from the list of record times (in seconds) in official 
world competitions.29 CUBETIME

 a. Find the actual proportion of observations within one 
standard deviation of the mean, within two standard 
deviations of the mean, and within three standard 
deviations of the mean.

 b. Using the results in part (a), do you think the shape of the 
distribution of national record times is normal? Why or 
why not?

 c. Construct a histogram for these data. Describe the shape 
of the distribution.

3.93 Manufacturing and Product Development Paint 
viscosity is a measure of thickness that determines whether the 
paint will cover in a single coat. A random sample of latex paint 
viscosities (in KU, or Krebs units) was obtained, and the data 
are given in the following table: VISCOS

113 124 141 115 115 129 113 129 112 112

 a. Find the mean and the standard deviation for this data.
 b. Find the z-score for each observation.
 c. Find the mean and the standard deviation for all of the 

z-scores.
 d. For any set of observations, can you predict the mean and 

standard deviation of the corresponding z-scores? Try to 
prove this result.

Challenge

3.94 Travel and Transportation According to the Massachu-
setts Bay Transportation Authority, the ride from Chestnut Hill to 
Boston’s Logan Airport on the MBTA takes less than 45 minutes. 
A random sample of travel times (in minutes) was obtained, and 
the results are given in the following table: MBTa

46.5 38.3 39.1 41.1 42.0 37.6 41.6 45.5

39.0 34.8 36.5 38.6 38.4 44.4 42.4

 a. Find the mean (x) and the standard deviation (s) for this 
data set.

 b. Compute each z-score and find gz2
i .

 c. Find a general formula for gz2
i  for any data set.

3.95 Reconsider Example 3.16. Find a good minimum 
guaranteed life. That is, if a guinea pig fails to reach such an 
age, then the store would provide a refund.

A box plot, or box-and-whisker plot, is a compact graphical summary that conveys infor-
mation about central tendency, symmetry, skewness, variability, and outliers. A standard 
box plot is constructed using the minimum and maximum values in the data set, the first 
and third quartiles, and the median. This collection of values is called the five-number 
summary.

Definition

The five-number summary for a set of n observations x1, x2, . . . , xn consists of the mini-
mum value, the maximum value, the first and third quartiles, and the median.

These five numbers do provide a glimpse of symmetry, central tendency, and variabil-
ity in a data set. For example, minimum and maximum values that are very far apart sug-
gest lots of variability. If the median is approximately halfway between the minimum and 
maximum values and approximately halfway between the first and third quartiles, that 
suggests the distribution is symmetric. A box plot is constructed as described below.

recall: The range of a data set is 
the largest observation (maximum 
value) minus the smallest 
observation (minimum value). This 
descriptive statistic was our first 
attempt at measuring variability in 
a data set.

3.4 Five-Number summary and Box Plots
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Data Set icons indicate when a 
data set is available online, and also 
the name of the data set.

Statistical Applet icons indicate 
statistical applets that are available 
in LaunchPad.

Stepped Tutorial icons indicate 
detailed tutorials for specific calcu-
lations.

Video Tech Manual icons indi-
cate video instructions for solving 
certain kinds of problems using sta-
tistical software.

Solution Trail icons within the exercise sets in-
dicate the opportunity for students to create their 
own Solution Trails.

Helpful Icons

Concept Check
True/False, Fill-in-the-Blank, and Short-
Answer exercises designed to reinforce the 
basic concepts presented in the section.



xiv      Preface

Applications
Realistic, appealing exercises to build confidence and promote routine under-
standing. Many exercises are based on interesting and carefully researched data.

2.4   Frequency Distributions and Histograms   65

Draw the corresponding frequency histogram. (Notice the last 
entry in the Cumulative Relative Frequency column is not 
exactly 1. This is due to round-off error.)

2.80 Consider the following frequency distribution.

 
 

Class

 
 

Frequency

 
Relative 

frequency

Cumulative 
relative 

frequency

  0–25 0.150
 25–50 0.350
 50–75 0.525
 75–100 0.675
100–125 0.800
125–150 0.900
150–175 0.975
175–200 1.000

Total 1000

2.84 Consider the data given on the text website.
 a. Construct a frequency distribution to summarize these 

data using the class intervals 0–1, 1–2, 2–3, etc., and draw 
the corresponding histogram.

 b. Use the histogram to describe the shape of the 
distribution. Are there any outliers?

2.85 Consider the data given on the text website.
 a. Construct a frequency distribution to summarize these 

data and draw the corresponding histogram.
 b. Use the histogram to describe the shape of the distribution.
 c. Use the frequency distribution to estimate the middle of 

the data: a number M such that 50% of the observations 
are below M and 50% are above M.

 d. Use the frequency distribution to estimate a number Q1 
such that 25% of the observations are below Q1 and 75% 
are above Q1.

 e. Use the frequency distribution to estimate a number Q3 
such that 75% of the observations are below Q3 and 25% 
are above Q3.

Applications

2.86 Biology and environmental Science A weather 
station located along the Maine coast in Kennebunkport  
collects data on temperature, wind speed, wind chill, and 
rain. The maximum wind speed (in miles per hour) for 50  
randomly selected times in February 2013 are given on the 
text website.27

 a. Construct a frequency distribution to summarize these 
data, and draw the corresponding histogram.

 b. Describe the shape of the distribution. Are there any 
outliers?

2.87 Fuel Consumption and Cars The quality of an auto-
mobile battery is often measured by cold cranking amps 
(CCA), a measure of the current supplied at 08F. Thirty automo-
bile batteries were randomly selected and subjected to subfreez-
ing temperatures. The resulting CCA data are given in the 
following table.

 63  87 302   4 259 106 198  55  99 134

122 514  91 117 325  39  30 164  75  16

340 199  77 217  64 320 145  84  47 232

ex2.84

ex2.85

maxwiND

BaTTery

 
 

Class

 
 

Frequency

 
Relative 

frequency

Cumulative 
relative 

frequency

0.5–1.0 6 0.03 0.03
1.0–1.5 8 0.04 0.07
1.5–2.0 10 0.05 0.12
2.0–2.5 16 0.08 0.20
2.5–3.0 24 0.12 0.32
3.0–3.5 34 0.17 0.49
3.5–4.0 36 0.18 0.67
4.0–4.5 22 0.11 0.78
4.5–5.0 18 0.09 0.87
5.0–5.5 12 0.06 0.93
5.5–6.0 8 0.04 0.97
6.0–6.5 4 0.02 0.99
6.5–7.0 2 0.01 1.00

Draw the corresponding relative frequency histogram.

2.81 Complete the following frequency distribution.

 
 

Class

 
 

Frequency

 
Relative 

frequency

Cumulative 
relative 

frequency

100–150 155
150–200 120
200–250 130
250–300 145
300–350 150
350–400 100

Total

2.82 Complete the following frequency distribution.

 
 

Class

 
 

Frequency

 
Relative 

frequency

Cumulative 
relative 

frequency

1.0–1.1 0.05
1.1–1.2 20
1.2–1.3 0.15
1.3–1.4 65
1.4–1.5 0.25
1.5–1.6 35
1.6–1.7 25
1.7–1.8

Total 300

2.83 Complete the following frequency distribution and draw 
the corresponding histogram.
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Extended Applications
Applied problems that require 
extra care and thought.

70   CHaPTer 2 Tables and Graphs for Summarizing Data

Figures 2.52 and 2.53 show a frequency distribution and the 
corresponding ogive. The observations are ages. The values to 
be used in the plot are shown in bold in the table.

 
 
Class

 
 

Frequency

 
Relative 

frequency

Cumulative 
relative 

frequency

12–16 8 0.08 0.08
16–20 10 0.10 0.18
20–24 20 0.20 0.38
24–28 30 0.30 0.68
28–32 15 0.15 0.83
32–36 10 0.10 0.93
32–40 7 0.07 1.00

Total 100 1.00

Figure 2.52 Frequency distribution.
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Figure 2.53 Resulting ogive.

A random sample of game scores from Abby Sciuto’s evening 
bowling league with Sister Rosita was obtained, and the data 
are given on the text website.

 a. Construct a frequency distribution for these data.
 b. Draw the resulting ogive for these data.

2.108 Public Health and Nutrition A doughnut graph is 
another graphical representation of a frequency distribution for 
categorical data. To construct a doughnut graph:

 1. Divide a (flat) doughnut (or washer) into pieces, so that 
each piece (bite of the doughnut) corresponds to a class.

 2. The size of each piece is measured by the angle made at 
the center of the doughnut. To compute the angle of each 
piece, multiply the relative frequency times 3608 (the 
 number of degrees in a whole, or complete, circle).

The manager at a Whole Foods Market obtained a random 
sample of customers who purchased at least one popular herb 
(for cooking or medicinal purposes). Figure 2.54 and 2.55 
show a frequency distribution and the corresponding dough-
nut graph.

BOwLiNG

vitamin C group. The duration of each cold (in days) was 
recorded, and the data are summarized in the following table.

 
Duration

Placebo 
frequency

Vitamin C 
frequency

3 0 3
4 0 6
5 8 7
6 7 10
7 21 18
8 10 15
9 26 17

10 15 10
11 8 9
12 3 2
13 1 3
14 1 0

 a. Use appropriate graphical procedures to compare the 
placebo and vitamin C data sets.

 b. Do the graphs suggest any differences in shape, center, or 
variability?

 c. Is there any graphical evidence to suggest vitamin C 
reduced the duration of a cold?

2.106 Fuel Consumption and Cars The performance of a 
gas furnace can be measured by the annual fuel utilization 
efficiency (AFUE). This number depends on many furnace 
properties, and is an indication of the proportion of fuel energy 
delivered as heat energy during an entire heating season. The 
U.S. Department of Energy (DOE) requires all new gas 
furnaces to operate at an AFUE of at least 78%.34 A gas 
company selected a random sample of customers, carefully 
tested each furnace, and recorded the AFUE number. The data 
are given on the text website.

 a. Construct a stem-and-leaf plot for these data.
 b. Construct a frequency distribution for these data and draw 

the corresponding histogram.
 c. Describe the distribution in terms of shape, center, and 

variability. Are there any outliers? If so, what are they?
 d. Using the frequency distribution in part (a), 

approximately what proportion of furnaces do not meet 
the DOE’s minimum AFUE requirement?

 e. The gas company classifies each AFUE reading according 
to the following scheme: 90 or above, excellent; at least 80 
but below 90, good; at least 70 but below 80, fair; and less 
than 70, poor. Classify each reading in the table above, and 
construct a bar chart for these classification data.

CHAllenGe

2.107 Sports and Leisure An ogive, or cumulative relative 
frequency polygon, is another type of visual representation of a 
frequency distribution. To construct an ogive:

n Plot each point (upper endpoint of class interval, cumulative 
relative frequency).

n Connect the points with line segments.

FUrNaCe

FREE136_CH02_026-071.indd Page 70  19/08/14  8:44 AM f403 /207/WHF00260/9781429239769_KOKOSKA/KOKOSKA_INTRODUCTORY_STATISTICS02_SE_97814292 ...

70   CHaPTer 2 Tables and Graphs for Summarizing Data

Figures 2.52 and 2.53 show a frequency distribution and the 
corresponding ogive. The observations are ages. The values to 
be used in the plot are shown in bold in the table.

 
 
Class

 
 

Frequency

 
Relative 

frequency

Cumulative 
relative 

frequency

12–16 8 0.08 0.08
16–20 10 0.10 0.18
20–24 20 0.20 0.38
24–28 30 0.30 0.68
28–32 15 0.15 0.83
32–36 10 0.10 0.93
32–40 7 0.07 1.00

Total 100 1.00

Figure 2.52 Frequency distribution.
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Figure 2.53 Resulting ogive.

A random sample of game scores from Abby Sciuto’s evening 
bowling league with Sister Rosita was obtained, and the data 
are given on the text website.

 a. Construct a frequency distribution for these data.
 b. Draw the resulting ogive for these data.

2.108 Public Health and Nutrition A doughnut graph is 
another graphical representation of a frequency distribution for 
categorical data. To construct a doughnut graph:

 1. Divide a (flat) doughnut (or washer) into pieces, so that 
each piece (bite of the doughnut) corresponds to a class.

 2. The size of each piece is measured by the angle made at 
the center of the doughnut. To compute the angle of each 
piece, multiply the relative frequency times 3608 (the 
 number of degrees in a whole, or complete, circle).

The manager at a Whole Foods Market obtained a random 
sample of customers who purchased at least one popular herb 
(for cooking or medicinal purposes). Figure 2.54 and 2.55 
show a frequency distribution and the corresponding dough-
nut graph.

BOwLiNG

vitamin C group. The duration of each cold (in days) was 
recorded, and the data are summarized in the following table.

 
Duration

Placebo 
frequency

Vitamin C 
frequency

3 0 3
4 0 6
5 8 7
6 7 10
7 21 18
8 10 15
9 26 17

10 15 10
11 8 9
12 3 2
13 1 3
14 1 0

 a. Use appropriate graphical procedures to compare the 
placebo and vitamin C data sets.

 b. Do the graphs suggest any differences in shape, center, or 
variability?

 c. Is there any graphical evidence to suggest vitamin C 
reduced the duration of a cold?

2.106 Fuel Consumption and Cars The performance of a 
gas furnace can be measured by the annual fuel utilization 
efficiency (AFUE). This number depends on many furnace 
properties, and is an indication of the proportion of fuel energy 
delivered as heat energy during an entire heating season. The 
U.S. Department of Energy (DOE) requires all new gas 
furnaces to operate at an AFUE of at least 78%.34 A gas 
company selected a random sample of customers, carefully 
tested each furnace, and recorded the AFUE number. The data 
are given on the text website.

 a. Construct a stem-and-leaf plot for these data.
 b. Construct a frequency distribution for these data and draw 

the corresponding histogram.
 c. Describe the distribution in terms of shape, center, and 

variability. Are there any outliers? If so, what are they?
 d. Using the frequency distribution in part (a), 

approximately what proportion of furnaces do not meet 
the DOE’s minimum AFUE requirement?

 e. The gas company classifies each AFUE reading according 
to the following scheme: 90 or above, excellent; at least 80 
but below 90, good; at least 70 but below 80, fair; and less 
than 70, poor. Classify each reading in the table above, and 
construct a bar chart for these classification data.

CHAllenGe

2.107 Sports and Leisure An ogive, or cumulative relative 
frequency polygon, is another type of visual representation of a 
frequency distribution. To construct an ogive:

n Plot each point (upper endpoint of class interval, cumulative 
relative frequency).

n Connect the points with line segments.

FUrNaCe
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Herb

 
Frequency

Relative 
frequency

Echinacea 25 0.125
Ephedra 15 0.075
Feverfew 20 0.100
Garlic 35 0.175
Ginkgo 40 0.200
Kava 30 0.150
Saw palmetto 20 0.100
St. John’s wort 15 0.075

Total 200 1.000

Figure 2.54 Frequency distribution.
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Figure 2.55 Resulting doughnut graph.

A random sample of house fires in Bismarck, North Dakota, 
was selected and the cause of each was recorded. The resulting 
data are shown in the following table.

Class Frequency

Smoking or smoking materials 70
Heating equipment 85
Cooking and cooking equipment 205
Children playing with matches 105
Arson / suspicious 35

 a. Find the relative frequency for each class.
 b. Draw a doughnut graph for these data.

lASt SteP

 2.109 Can the Florida Everglades be saved? In January
 2013, the Florida Fish and Wildlife Conservation 
Commission started the Python Challenge. The purpose of the 
contest was to thin the python population, which could be tens 
of thousands, and help save the natural wildlife in the Ever-
glades. At the end of the competition, 68 Burmese pythons had 
been harvested. Suppose a random sample of pythons captured 
during the Challenge was obtained and the length (in feet) of 
each is given in the following table:

9.3 3.5 5.2 8.3 4.6 11.1 10.5 3.7 2.8 5.9

7.4 14.2 13.6 8.3 7.5 5.2 6.4 12.0 10.7 4.0

11.1 3.7 7.0 12.2 5.2 8.1 4.2 6.1 6.3 13.2

3.9 6.7 3.3 8.3 10.9 9.5 9.4 4.3 4.6 5.8

4.1 5.2 4.7 5.8 6.4 3.8 7.1 4.6 7.5 6.0

 a. Construct a frequency distribution, stem-and-leaf plot, 
and histogram for these data.

 b. Use these tabular and graphical techniques to describe the 
shape, center, and spread of this distribution, and to 
identify any outlying values.

PyTHON
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 a. Construct a frequency distribution to summarize these 
data, and draw the corresponding histogram.

 b. Describe the shape of the distribution.
 c. Estimate the middle of the distribution, a number M such 

that 50% of the data are below M and 50% are above M.

2.88 marketing and Consumer Behavior The weights of a 
diamond and other precious stones are usually measured in car-
ats. One carat is traditionally equal to 200 milligrams. A ran-
dom sample of the weights (in carats) of conflict-free loose 
diamonds is given in the following table.28 DiamOND

 a. Construct a histogram for these data.
 b. Describe the distribution in terms of shape, center, and 

variability.

2.91 Sports and Leisure The National Hockey League 
          is concerned about the number of penalty minutes assessed 
to each player. While some people in attendance hope to see a lot 
of fighting (and penalty minutes), the League Office believes most 
fans are interested in good, clean hockey. A sample of total penalty 
minutes per player during the 2012–2013 regular season was 
obtained, and the data are given in the following table.29

SOLUTION TRAIL

PeNaLTy

0.23 0.27 0.30 0.25 0.27 0.26 0.40 0.40

0.51 0.58 0.61 0.80 0.90 1.02 0.92 1.01

0.76 0.90 1.14 1.11 1.38 1.52 0.96 1.16

1.52 1.05 1.51 1.36 0.91 1.22 1.54 1.35

1.76 2.00 1.01 1.69 1.51 2.00 1.45 1.38

 a. Construct a frequency distribution and a histogram for 
these data.

 b. Multiply each observation in the table by 200, to convert the 
weights into milligrams. Construct a frequency distribution 
and a histogram for these new, transformed data.

 c. Compare the two histograms. Are the shapes similar? 
Describe any differences.

2.89 Public Health and Nutrition Vitamin B3 (niacin) helps 
to detoxify the body, aids digestion, can ease the pain of 
migraine headaches, and helps promote healthy skin. A random 
sample of adults in the United States and in Europe was 
obtained and the daily intake of niacin (in milligrams) was 
recorded. The data are summarized in the following table.

 
Class

United States 
frequency

Europe 
frequency

 0–3 15   4
 3–6 23   6
 6–9 21 12
 9–12 14 17
12–15 12 32
15–18 9 25
18–21 3 20
21–24 2 10

 a. Construct two relative frequency histograms, one for the 
United States and one for Europe.

 b. Describe the shape of each histogram. Does a comparison 
of the two histograms suggest any differences in niacin 
intake between the two samples? Explain.

2.90 manufacturing and Product Development In the 
United States, yarn is often sold in hanks. For woolen yarn, 
one hank is approximately 1463 meters. A quality control 
inspector uses a special machine to quickly measure each hank. 
A random sample was obtained during the manufacturing  
process, and the length (in meters) of each hank is given on 
the text website. yarN

39 38 14 22 26 15 65 39 24 44

21 29 16 18 19 17 37 40 56 17

39 21 19 19 15 25 46 14 32 30

25 14 22 17 15 71 14 13 23 24

 a. Construct a histogram for these data. Describe the 
distribution in terms of shape, center, and variability. 
Write a Solution Trail for this problem.

 b. Find a value m for the number of minutes such that 90% 
of all players have fewer than m penalty minutes.

extended Applications

2.92 Biology and environmental Science Fruits such as 
cherries and grapes are harvested and placed in a shallow box 
or crate called a lug. The size of a lug varies, but one typically 
holds between 16 and 28 pounds. A random sample of the 
weight (in pounds) of full lugs holding peaches was obtained, 
and the data are summarized in the following table.

Class Frequency

20.0–20.5   6
20.5–21.0 12
21.0–21.5 17
21.5–22.0 21
22.0–22.5 28
22.5–23.0 25
23.0–23.5 19
23.5–24.0 15
24.0–24.5 11
24.5–25.0 10

 a. Complete the frequency distribution.
 b. Construct a histogram corresponding to this frequency 

distribution.
 c. Estimate the weight w such that 90% of all full peach lugs 

weigh more than w.

2.93 Travel and Transportation Maglev trains operate in 
Germany and Japan at speeds of up to 300 miles per hour. Mag-
nets create a frictionless system in which the train operates at a 
distance of 100–150 millimeters from the rail. The size of this 
air gap is monitored constantly to ensure a safe ride. A random 
sample of the size of air gaps (in  millimeters) at one specific 
location in the track was obtained. The frequency distribution 
for this data is shown in the following table.
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Class

 
 

Frequency

 
Relative 

frequency

Cumulative 
relative 

frequency

100–105 0.050
105–110 0.425
110–115 0.625
115–120 0.750
120–125 0.850
125–130 0.925
130–135 0.975
135–140 1.000

Total 200

 a. Complete the frequency distribution.
 b. Draw a histogram corresponding to this frequency distribution.
 c. What proportion of air gaps were between 110 and 125 

millimeters?

2.94 Biology and environmental Science Many scientists 
have warned that global warming is causing the polar ice caps 
to melt and, therefore, sea levels around the world to rise. A 
random sample of the sea level (in millimeters) at Rockport, 
Massachusetts, from 1987 to 2011 was obtained and is summa-
rized in the following table.30

 
Class

 
Frequency

Relative 
frequency

 
Width

 
Density

1400–1500 1
1500–1600 2
1600–1800 41
1800–2000 192
2000–2100 79
2100–2200 60
2200–2300 15
2300–2800 10

Total 400

 a. Complete the frequency distribution.
 b. A traditional frequency histogram or relative frequency 

histogram is not appropriate in this case. Why not?
 c. Construct a density histogram corresponding to this 

frequency distribution.

2.95 Fuel Consumption and Cars The total cost of owning 
an automobile includes the amount spent on repairs. Before 
purchasing a new car, many consumers research the past quality 
of specific makes and models. The data in the following table 
lists the number of problems per 100 vehicles over the three 
years 2010–2012.

Lexus  71 Porsche  94 Lincoln 112
Toyota 112 Mercedes 115 Buick 118
Honda 119 Acura 120 Ram 122
Suzuki 122 Mazda 124 Chevrolet 125
Ford 127 Cadillac 128 Subaru 132
BMW 133 GMC 134 Scion 135
Nissan 137 Infiniti 138 Kia 140
Hyundai 141 Audi 147 Volvo 149
Mini 150 Chrysler 153 Jaguar 164
Volkswagen 174 Jeep 178 Mitsubishi 178
Dodge 190 Land Rover 220

Source: J. D. Powers 2013 Dependability Survey

 a. Construct a histogram for these data.
 b. Describe the distribution in terms of shape, center, and 

variability.
 c. Find a number Q1 such that 25% of the problem data are 

less than Q1. Find a number Q3 such that 25% of the 
problem data are greater than Q3.

 d. How many values should be between Q1 and Q3? Find the 
actual number of values between Q1 and Q3. Explain any 
difference between these two values.

CarCOST

Concept Page notation / Formula / Description

Categorical data set 29  Consists of observations that may be placed into categories.

Numerical data set 29  Consists of observations that are numbers.

Discrete data set 30  The set of all possible values is finite, or countably infinite.

Continuous data set 30  The set of all possible values is an interval of numbers.

Frequency distribution 33  A table used to describe a data set. It includes the class, frequency, and relative 
frequency (and cumulative relative frequency, if the data set is numerical).

Class frequency 33  The number of observations within a class.

Class relative frequency 33  The proportion of observations within a class: class frequency divided by total 
number of observations.
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Challenge
Additional exercises and technology projects that allow students to discover 
more advanced concepts and connections.

Last Step
Each set of chapter exercises 
concludes with the “Last Step.” 
This exercise is connected to the 
chapter-opening question and 
the solution involves the skills 
and concepts presented in the 
chapter.

Chapter Summary  A table at 
the end of each chapter provides 
a list of the main concepts with 
brief descriptions, proper nota-
tion, and applicable formulas, 
along with page numbers for 
quick reference.



W. H. Freeman’s new online homework system, LaunchPad, offers our quality content 
curated and organized for easy assignability in a simple but powerful interface. We’ve 
taken what we’ve learned from thousands of instructors and hundreds of thousands of 
students to create a new generation of W. H. Freeman/Macmillan technology.

Curated Units. Combining a curated collection of videos, homework sets, tutorials, ap-
plets, and e-Book content, LaunchPad’s interactive units give instructors building blocks 
to use as is or as a starting point for their own learning units. Thousands of exercises from 
the text can be assigned as online homework, including many algorithmic exercises. An 
entire unit’s worth of work can be assigned in seconds, drastically reducing the amount of 
time it takes to have a course up and running.

Easily customizable. Instructors can customize the LaunchPad Units by adding quizzes 
and other activities from our vast collection of resources. They can also add a discussion 
board, a dropbox, and RSS feed, with a few clicks. LaunchPad allows instructors to cus-
tomize their students’ experience as much or as little as they like.

Useful analytics. The Gradebook quickly and easily allows instructors to look up perfor-
mance metrics for classes, individual students, and individual assignments.

Intuitive interface and design. The student experience is simplified. Students’ naviga-
tion options and expectations are clearly laid out at all times, ensuring that they can never 
get lost in the system.

Assets integrated into LaunchPad include:
Interactive e-Book. Every LaunchPad e-Book comes with powerful study tools for stu-
dents, video and multimedia content, and easy customization for instructors. Students can 
search, highlight, and bookmark, making it easier to study and access key content. And 
teachers can ensure that their classes get just the book they want to deliver: customize and 
rearrange chapters, add and share notes and discussions, and link to quizzes, activities, 
and other resources.

	 provides students and instructors with powerful adap-
tive quizzing, a gamelike format, direct links to the e-Book, and instant feedback. 
The quizzing system features questions tailored specifically to the text and adapts to 
students’ responses, providing material at different difficulty levels and topics based 
on student performance.

	 offers an easy-to-use web-based version of the instructor’s 
solutions, allowing instructors to generate a solution file for any set of homework exercises.

New Stepped Tutorials are centered on algorithmically generated quizzing with step-
by-step feedback to help students work their way toward the correct solution. These 
new exercise tutorials (two to three per chapter) are easily assignable and assessable. 
Icons in the textbook indicate when a Stepped Tutorial is available for the material 
being covered.

media and supplements

xv
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Statistical Video Series consists of StatClips, StatClips Examples, and Statistically Speak-
ing “Snapshots.” View animated lecture videos, whiteboard lessons, and documentary-style 
footage that illustrate key statistical concepts and help students visualize statistics in real-
world scenarios.

New Video Technology Manuals available for TI-83/84 calculators, Minitab, Excel, JMP, 
SPSS, R, Rcmdr, and CrunchIT! provide brief instructions for using specific statistical 
software.

Updated StatTutor Tutorials offer multimedia tutorials that explore important concepts 
and procedures in a presentation that combines video, audio, and interactive features. The 
newly revised format includes built-in, assignable assessments and a bright new interface.

Updated Statistical Applets give students hands-on opportunities to familiarize them-
selves with important statistical concepts and procedures, in an interactive setting that 
allows them to manipulate variables and see the results graphically. These new applets 
now include a “Quiz Me” function that allows them to be both assignable and assess-
able. Icons in the textbook indicate when an applet is available for the material being 
covered.

CrunchIt! is a web-based statistical program that allows users to perform all the statistical 
operations and graphing needed for an introductory statistics course and more. It saves 
users time by automatically loading data from the text, and it provides the flexibility to 
edit and import additional data.

	 JMP Student Edition (developed by SAS) is easy to learn and contains all the 
capabilities required for introductory statistics, including pre-loaded data sets from In-
troductory Statistics: A Problem-Solving Approach. JMP is the commercial data analysis 
software of choice for scientists, engineers, and analysts at companies around the globe 
(for Windows and Mac).

Stats@Work Simulations put students in the role of the statistical consultant, helping 
them better understand statistics interactively within the context of real-life scenarios.

EESEE Case Studies (Electronic Encyclopedia of Statistical Examples and Exercises), 
developed by The Ohio State University Statistics Department, teach students to apply 
their statistical skills by exploring actual case studies using real data.

Data files are available in ASCII, Excel, TI, Minitab, SPSS (an IBM Company),* and 
JMP formats.

Student Solutions Manual provides solutions to the odd-numbered exercises in the text. 
Available electronically within LaunchPad, as well as in print form.

Interactive Table Reader allows students to use statistical tables interactively to seek the 
information they need.

Instructor’s Solutions Manual contains full solutions to all exercises from Introductory 
Statistics: A Problem-Solving Approach. Available electronically within LaunchPad.

Test Bank offers hundreds of multiple-choice questions. Also available on CD-ROM (for 
Windows and Mac), where questions can be downloaded, edited, and resequenced to suit 
each instructor’s needs.

*SPSS was acquired by IBM in October 2009.
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Lecture PowerPoint Slides offer a detailed lecture presentation of statistical concepts 
covered in each chapter of Introductory Statistics: A Problem-Solving Approach.

Additional Resources Available with Introductory 
Statistics: A Problem-Solving Approach
Companion Website www.whfreeman.com/introstats2e This open-access website in-
cludes statistical applets, data files, and self-quizzes. The website also offers three option-
al sections covering the normal approximation to the binomial distribution (Section 6.5), 
polynomial and qualitative predictor models (Section 12.6), and model selection proce-
dures (Section 12.7). Instructor access to the Companion Website requires user registra-
tion as an instructor and features all of the open-access student web materials, plus:

•	 Instructor version of EESEE with solutions to the exercises in the student 
version.

•	 PowerPoint Slides containing all textbook figures and tables.

•	 Lecture PowerPoint Slides

•	 Tables and Formulas cards offer tables, key concepts, and formulas for use 
as a study tool or during exams (as allowed by the instructor); available as 
downloadable PDFs.

Special Software Packages Student versions of JMP and Minitab are available for pack-
aging with the text. JMP is available inside LaunchPad at no additional cost. Contact your 
W. H. Freeman representative for information or visit www.whfreeman.com.
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  is a two-way radio-frequency classroom response solution developed by 
educators for educators. Each step of i-clicker’s development has been informed by teach-
ing and learning. To learn more about packaging i-clicker with this textbook, please con-
tact your local sales rep or visit www.iclicker.com.
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0 Why Study Statistics

	 The Science of Intuition

In the movie Erin Brokovich, actress Julia Roberts plays a feisty, unemployed, 
single mother of three children. After losing a lawsuit because of her bad behav-
ior in the courtroom, Erin pressures her lawyer Ed Masry, for a job and he con-
ceded. Despite having no legal background, Erin begins working on a real estate 
case involving Pacific Gas and Electric (PG&E) and the purchase of a home in 
Hinkley, California.

Erin visits the seller, Donna Jensen, and learns that her husband has Hodgkin’s 
disease and that many Hinkley residents have concerns about the environment. 
After further investigation, Erin discovers that several residents of Hinkley have 
suffered from autoimmune disorders and various forms of cancer.

In fact, so many people in Hinkley suffer from similar rare diseases that Erin 
concludes it could not be a coincidence. This is a very natural, intuitive conclu-
sion, and it is the essence of statistical inference. Erin observed an occurrence 
that was so rare and extraordinary that she instinctively concluded it could not 
be due to pure chance or luck. There had to be another reason. Her logic was 
correct: The unusually high incidence of cancer in Hinkley suggested that some-
thing abnormal was happening.

Indeed, PG&E had dumped water contaminated with the chemical chromium 
6 into unlined storage pools. The polluted water seeped into the groundwater 
and eventually into local wells, and many people became ill with various medical 
problems.

We all have this same natural instinctive reaction when we see something that 
is extraordinary. Sometimes we think, “Wow, that’s incredibly lucky.” More often 
we question the observed outcomes, “There must be some other explanation.”

This natural reaction is the foundation of statistical inference. We make these 
kinds of decisions every single day. We gather evidence, we make an observa-
tion, and we conclude that the outcome is either reasonable or extraordinary. 
The purpose of statistics is simply to quantify this typical, everyday, deductive 
process. We need to learn about probability so that we know for sure when an 
outcome is really rare. And we need to study the concepts of randomness and 
uncertainty.

The most important point here is that this process is not unusual or excep-
tional. The purpose of this text is to translate this common practice into statisti-
cal terms and models. This will make you better prepared to interpret outcomes, 
draw appropriate conclusions, and assess risk.

Option

s_bukley/Newscom
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The crucial prevailing theme in this text is statistical inference and decision making 
through problem solving. Computation is important and is shown throughout the text. 
However, calculators and computers remove the drudgery of hand calculations and 
allow us to concentrate more on interpretation and drawing conclusions. Most problems 
in this text contain a part asking the reader to interpret the numerical result or to draw 
a conclusion.

The process of questioning a rare occurrence or claim can be described in four steps.

Claim: This is the status quo, the ordinary, typical, and reasonable course of events—
what we assume to be true.

Experiment: To check a claim, we conduct a relevant experiment or make an appropriate 
observation.

Likelihood: Here we consider the likelihood of occurrence of the observed experimental 
outcome, assuming the claim is true. We will use many techniques to determine 
whether the experimental outcome is a reasonable observation (subject to some vari-
ability), or whether it is an exceptionally rare occurrence. We need to consider care-
fully and quantify our natural reaction to the relevant experiment. Using probability 
rules and concepts, we will convert our natural reaction to an experimental outcome 
into a precise measurement.

Conclusion: There are always only two possible conclusions.
1.	 If the outcome is reasonable, then we cannot doubt the original claim. The natural 

conclusion is that nothing out of the ordinary is occurring. More formally, there is 
no evidence to suggest that the claim is false.

2.	 If the experimental outcome is rare or extraordinary, we usually disregard the lucky 
alternative, and we think something is wrong. A rare outcome is a contradiction. 
Strange occurrences naturally make us question a claim. In this case we believe 
there is evidence to suggest that the claim is false.

Let’s try to apply these four steps to the PG&E case in Erin Brokovich. The claim or 
status quo is that the cancer incidence rate in Hinkley is equivalent to the national 
incidence rate. Recent figures from the American Cancer Society suggest that the can-
cer incidence rate is approximately 551 in 100,000 for men and 419 in 100,000 for 
women.1

The experiment or observed outcome is the cancer incidence rate for the population 
living in Hinkley. In the movie, it is implied that Erin counts the number of people in 
Hinkley who have developed cancer.

The Statistical Inference Procedure

Here is another example of an extraordinary event involving a daily lottery number. The 
1980 Pennsylvania Lottery scandal, or the Triple Six Fix, involved a three-digit daily lot-
tery number. Nick Perry was the announcer for the Daily Number and the plan’s architect. 
With the help of partners, Nick was able to weight all of the balls except for the ones 
numbered 4 and 6. This meant that the winning three-digit lottery number would be a 
combination of 4s and 6s. There were thus only eight possible winning lottery numbers, 
444, 446, 464, 466, 644, 646, 664, and 666, and the conspirators were certain that the plan 
would work.

The winning number on the day of the fix was 666. Ignoring the connection to the 
Book of Revelations, lottery officials discovered that there were very unusual betting pat-
terns that day, all on the eight possible lottery numbers involving 4 and 6. This extraordi-
nary occurrence suggested that the unusual bets were not due to pure chance. This 
conclusion, along with an anonymous tip, helped in a grand jury investigation leading to 
convictions and jail time for several men.
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Perhaps one of the most difficult concepts to teach is problem solving. We all struggle to 
solve problems: thinking about where to begin, what assumptions we can make, and 
which rules and techniques to use. One reason many students consider statistics a difficult 
course is because almost every problem is a word problem. These word problems have to 
be translated into mathematics.

The Solution Trail in this text is a prescriptive technique and visual aid for problem 
solving. To decipher a word problem, start by identifying the keywords and phrases. Here 
are the four steps identified in each Solution Trail for solving many of problems in this text.

1.	 Find the keywords.

2.	 Correctly translate these words in statistics.

3.	 Determine the applicable concepts.

4.	 Develop a vision, or strategy, for the solution.

Many of the examples presented in this text have a corresponding Solution Trail in the 
margin to aid in problem solving. An example of a Solution Trail appears in the margin. 
Note that many of these terms and symbols may be unfamiliar to you at this point. Right 
now, just focus on the idea that the Solution Trial involves keywords, a translation, con-
cepts, and a vision.

The keywords in the problem lead to a translation into statistics. The statistics question 
is then solved by using the appropriate, specific concepts. The keywords, translation, and 
concepts are used to develop a grand vision for solving the problem.

This solution technique is not applicable to every problem, but it is most appropriate 
for finding probabilities through hypothesis testing, which is the foundation of most intro-
ductory statistics courses. Some exercises in this text ask you to write each step in the 
Solution Trail formally. As you become accustomed to using this solution style, it will 
become routine, natural, and helpful.

Problem Solving

Solution Trail

Keywords

n	 Normally distributed

n	 Mean

n	 Standard deviation

Translation

n	 Normal random variable

n	 m 5 34

n	 s 5 0.5

Concepts

n	 Normal probability distribution

n	 Standardization

Vision

Define a normal random variable 
and translate each question into a 
probability statement. Standardize 
and use cumulative probability 
associated with Z if necessary.

SOLUTION TRAIL

Although it is important to know and understand underlying formulas, their derivations, 
and how to apply them, we will use and present several different technology tools to 
supplement problem solving. Your focus should be on the interpretation of results, not the 
actual numerical calculations.

Four common technology tools are presented in this text.

1.	 CrunchIt! is available in LaunchPad, the publisher’s online homework system, and is 
accessed under the Resources tab. The opening screen (Figure 0.1) looks like a spread-
sheet with pull-down menus at the top. You can enter data in columns, Var1, Var2, etc., 
import data from a file, and export and save data.
	 Most Statistics, Graphics, and Distribution Calculator functions start with input 
screens. Output is displayed in a new screen. Figure 0.2 shows the input screen for a 
bar chart with summarized data, and Figure 0.3 shows the resulting graph.2

With a Little Help from Technology

Erin determines that the likelihood, or probability, of observing that many people in 
Hinkley who have developed cancer is extremely low. Subject to reasonable variability, 
we should not see that many people with cancer in this location.

The conclusion is that this rare event is not due to pure chance or luck. There is some 
other reason for this rare observation. The implication in the movie is that there is evi-
dence to suggest that something else is affecting the health of the people in Hinkley.
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Figure 0.3  CrunchIt! bar chart.

2.	 The Texas Instruments TI-84 Plus C graphing calculator includes many common 
statistical features such as confidence intervals, hypothesis tests, and probability distri-
bution functions. Data are entered and edited in the stat list editor as shown in Fig-
ure 0.4. Figure 0.5 shows the results from a one-sample t test, and Figure 0.6 shows a 
visualization of this hypothesis test.

Figure 0.2  Bar chart input screen.

Figure 0.1  CrunchIt! opening screen.
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Figure 0.4  The stat list editor. Figure 0.5  One-sample t-test 
output.

Figure 0.6  One-sample t-test 
visualization.

3.	 Minitab is a powerful software tool for analyzing data. It has a logical interface, 
including a worksheet screen similar to a common spreadsheet. Data, graph, and sta-
tistics tools can be accessed through pull-down menus, and most commands can also 
be entered in a session window. Figure 0.7 shows a bar chart of the number of Rolex 
24 sports car race wins by automobile manufacturer.

4.	 Excel 2013 includes many common chart features accessible under the Insert tab. 
There are also probability distribution functions that allow the user to build tem-
plates for confidence intervals, hypothesis tests, and other statistical procedures. The 
Data Analysis tool pack provides additional statistical functions. Figure 0.8 shows 
some descriptive statistics associated with the ages of 100 stock brokers at a New 
York City firm.

Figure 0.7  Minitab bar chart. Figure 0.8  Excel 
descriptive statistics.

In addition to these tools, JMP statistical software is used by scientists, engineers, and 
others who want to explore or mine data. Various statistical tools and dynamic graphics 
are available, and this software features a friendly interactive interface. Figure 0.9 shows 
a scatter plot of the price of used Honda Accords versus the age of the vehicle, the least-
squares regression line, and confidence bands for the true mean price for each age.

Many other technology tools and statistical software packages are also available. For 
example, R is free statistical software, SPSS is used primarily in the social sciences, and 
SAS incorporates a proprietary programming language. Regardless of your technology 
choice, remember that careful and thorough interpretation of the results is an essential 
part of using software properly. 
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0.1  Name the four parts of every statistical inference problem.

0.2  Apply the four statistical inference steps to the Triple 
Six Fix.

0.3  Name the four parts of the Solution Trail.

0.4  The Canary Party recently began the Not a Coincidence 
campaign to highlight women who have been affected by 
Merck’s human papillomavirus (HPV) vaccine, Gardasil.3 As of 
November 2013, a report states that there have been 31,741 
adverse events, 10,849 hospitalizations, and 144 deaths due to 
HPV vaccines. Explain why The Canary Party believes that 
there must be something wrong with the vaccine.

0.5  It had been very rare for an NBA player to suffer a major 
knee injury while on the court. Derrick Rose tore an anterior 
cruciate ligament (ACL) in his left knee in 2012. Rose was 
the first player to suffer an ACL tear since Danny Manning in 
1995 and Bernard King in 1985. Since the injury to Derrick 
Rose, at least six NBA players have experienced similar 
injuries—torn ACLs. State two possible explanations for this 
rare rash of injuries. Which explanation do you think is more 
plausible? Why?

0.6  In the movie, Wall Street, corporate raider Gordon Gekko 
and his partner Bud Fox made a lot of money trading stocks. 
However, several of the trades attracted the attention of the 
Securities and Exchange Commission (SEC). Why do you think 

the SEC believed Gordon and Bud may have had inside 
information or manipulated the price of certain stocks?

0.7  What do you think it means when a weatherperson says, 
“There is a 50% chance of rain today.” Contact a weatherperson 
and ask him or her what this statement means. Does this 
explanation agree with yours?

0.8  James Bozeman of Orlando won the Florida lotto twice. He 
beat the odds of 1 in 22,957,480 twice to win a total of $13 
million. State two possible explanations for this occurrence. 
Which explanation do you think is more reasonable? Why?

0.9  In January 2014, 33 whales died off the coast of Florida. 
Twenty-five were found on Kice Island in Collier County. Blair 
Mase, a marine mammal scientist with the National Oceanic 
and Atmospheric Administration (NOAA) indicated that NOAA 
was carefully investigating these deaths.4 Explain why NOAA 
believes the whales did not die as a result of natural causes and 
is investigating the deaths.

0.10  In January 2014, 62 people became sick after dining at 
one of two restaurants that share a kitchen in Muskegon 
County, Michigan.5 The illnesses occurred over a four-day 
period, and county health officials began an immediate 
investigation.

	a.	 Explain why officials investigated the source of these 
illnesses.

	b.	 Apply the four statistical inference steps to this situation.

Chapter 0 E xercises

0

Figure 0.9  JMP scatter plot, regression line, and confidence 
bands.
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0.13  Recently, the Sedgwick County Health Department 
reported at least 27 cases of whooping cough in one month. This 
observed count was more than in any month in the previous five 
years. Do you think health officials should be concerned about 
this outbreak of whooping cough? Why or why not?

0.14  To understand the definitions and formulas in this text, 
you will need to feel comfortable with mathematical notation. 
To review and prepare for the notation we will use, make sure 
you are familiar with the following:

	a.	 Subscript notation—for example, x1, x2, . . .

	b.	 Summation notation—for example, g
n

i51
xi

	c.	 The definition of a function.

0.11  In 2009 and 2010, Toyota issued a costly recall of over 9 
million vehicles because of possibly out-of-control gas pedals. 
There had been at least 60 reported cases of runaway vehicles, 
some of which resulted in at least one death.6

	a.	 State two possible reasons for this observed high number 
of runaway vehicles.

	b.	 Why do you think Toyota issued this recall?

0.12  Suppose there were 15 home burglaries in a small town 
during the entire year. None occurred on a Thursday. Do you 
think there is evidence to suggest that something very unusual 
is happening on Thursdays in this town to prevent burglaries on 
this day of the week? Why or why not?
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1 An Introduction to Statistics 
and Statistical Inference

Looking Forward

n	 Recognize that data and statistics are pervasive and that statistics are used to describe typical 
values and variability, and to make decisions that affect everyone.

n	 Understand the relationships among a population, a sample, probability, and statistics.

n	 Learn the basic steps in a statistical inference procedure.

	 Is it safe to eat rice?

Arsenic is a naturally occurring element that is found mainly in the Earth’s 
crust. Some people are exposed to high levels of arsenic in their jobs, or near 
hazardous waste sites, or in some areas of the country in which there are high 
levels of arsenic in the surrounding soil, rocks, or even water. Exposure to small 
amounts of arsenic can cause skin discoloration, and long-term exposure has 
been associated with higher rates of some forms of cancer. Excessive exposure 
can cause death.

In 2012, the U.S. Food and Drug Administration (FDA) and Consumer Reports 
announced test results that revealed many brands of rice contain more arsenic in 
a single serving than is allowed by the Environmental Protection Agency (EPA) in 
a quart of drinking water.1 Trace amounts of arsenic may also be found in flour, 
juices, and even beer. Earlier in that year, a study conducted at Dartmouth 
College detected arsenic in cereal bars and infant formula.

The FDA has established a safe level of arsenic in drinking water, 10 parts per 
billion (ppb). However, there is no equivalent safe maximum level for food. Sup-
pose the FDA is conducting an extensive study to determine whether to issue any 
warnings about rice consumption. One hundred random samples of rice are 
obtained, and each is carefully measured for arsenic.

The methods presented in this chapter will enable us to identify the popula-
tion of interest and the sample, and to understand the definition and impor-
tance of a random sample. Most important, we will characterize the deductive 
process used when an an extraordinary event is observed and cannot be attrib-
uted to luck.

C o n t e n t s

1.1	 Statistics Today

1.2	 Populations, Samples, Probability, and Statistics

1.3	 Experiments and Random Samples
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